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Abstract 

This research work used Response Surface Methodology approach to addressed a multi-objective optimization 

problem in a straight turning operation of EN 8 mild steel bar, using HSS cutting tool. The study aimed at evaluating 

the best turning parameters setting which could simultaneously satisfy the requirements of both quality and 

productivity. The predicted optimal setting ensured maximization of material removal rate and minimization of tool 

wear rate, through a developed Central Composite Design using version 7.0 of Design Expert software. An Electronic 

Numeric Control lathe machine was used to carry out the turning operation, with work pieces, measuring 100 mm 

diameter and length 60 mm. A total of 20 experimental runs were done. The experimental results (data) were 

recorded and Response Surface Methodology was used to analyze the data. R2 values of 0.9958 and 0.9887 for 

Material Removal Rate and Tool Wear Rate respectively. From the analysis, it was found that all three input 

parameters of spindle speed, feed rate and depth of cut have significant influence on Material Removal Rate.  Only 

spindle speed and depth of cut were found to have significant influence on Tool Wear Rate. From the numerical 

optimization solution, it was observed that a spindle speed of 113.99 rpm, feed rate of 0.18 mm/rev and a depth of cut 

of 1.5 mm resulted in a turning process, with the following properties: Material Removal Rate of 9641.87 mm3/min. 

and Tool Wear Rate of 0.35293 mm3/min, with a composite desirability value of 96.4%.  

 

Keywords: 

Response Surface Methodology, Material Removal Rate, Tool Wear Rate, Central Composite Design, Electronic 

Numeric Control 

 

1. Introduction 

Machining operations are accomplished using cutting tools. The Material Removal Rate (MRR), 

and Tool Wear Rate (TWR) are very important factors in the machining operations and have effect 

on the machining and tooling costs during turning operation [1-4]. The high forces and 

temperatures during machining create a very harsh environment for the tool. If cutting force 

becomes too high, the tool fractures. If cutting temperature becomes too high, the tool material 

softens and fails. If neither of these conditions causes the tool to fail, continual wear of the cutting 

edge ultimately leads to failure. Fracture and temperature failures result in premature loss of the 

cutting tool. These two modes of failure are therefore undesirable. Of the three possible tool 

failures, gradual wear is preferred because it leads to the longest possible use of the tool, with the 

associated economic advantage of that longer use. Product quality must also be considered when 

attempting to control the mode of tool failure. When the tool point fails suddenly during a cut, it 

often causes damage to the work surface. This damage requires either rework of the surface or 

possible scrapping of the part. The damage can be avoided by selecting cutting conditions that 

favor gradual wearing of the tool rather than fracture or temperature failure, and by changing the 

tool before the final catastrophic loss of the cutting edge occurs. 

Furthermore, to increase productivity and reduce machining and tooling costs, the engineer needs 

to select optimum process parameters during turning. Optimization is usually applied to enhance 

the performance of a system, part or component while satisfying the desired constraints and is 

achieved by optimizing the process parameter, thus obtaining the desired finish. There are many 

studies on optimization of process parameters to achieve desired surface finish at reduced 

http://www.nipesjournals.org.ng/
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machining costs. A method of coupling artificial neural network and use of improved harmony 

search algorithm to determine the optimum cutting parameter settings necessary for minimizing 

surface roughness when turning polyamide materials was reported [5-6]. Response Surface 

Methods (RSM) were employed to evaluate the effect of material removal rate, electrode wear rate 

and surface roughness in die sinking EDM with hollow tool [2]. A parametric study and 

optimization of the wire electric discharge machining (WEDM) parameters for CK 45 steel using 

the response surface methodology was conducted and reported [7]. The Taguchi technique have 

been employed in optimization during machining process using different parameters and quality 

characteristics as reported in [7-9]. This work present research used Response Surface 

Methodology (RSM) approach to addressed a multi- objective optimization problem in a straight 

turning operation of EN 8 mild steel bar, using HSS cutting tool.  

2. Materials and Methods 

2.1 Materials 

EN8 mild steel of size 100 mm diameters and length 60 mm was selected for this research work. 

M42 HSS single point cutting tool is used for turning operation. ENC lathe machine, with a 

spindle speed range from 100 to 2500 rpm was employed for the experiment. The machining 

centre was driven by 10kW electric motor. The experiment was carried out under dry machining 

environment.  

2.2 Methods 

The ranges for the machining parameter were chosen, as presented in Table 1. Twenty different 

machining settings were generated by Design expert, each setting was used to turn the EN8 mild 

steel to the required form and size and the values of the respective responses were measure and 

recorded, as shown in Table 2. 

 

2.2.1 Identification of Important Process Parameters 

Cutting parameters of spindle speed, feed rate and depth of cut, each at two levels were 

considered for the turning process. Table 1 shows the process variables and their level. 

Table 1: Process Variables and their Level 

Factor Range 

 Low High 

Spindle speed, A, (rpm) 105 rpm (32.99m/mim) 220 rpm (61.12m/min) 

Feed rate, B, (mm/mim) 0.12mm/mim     0.18mm/min 

Depth of cut, C, (mm) 0.50mm     1.50mm 

 

2.2.2 Responses 

A. Material Removal Rate (MRR) 

The material-removal rate (MRR) in turning is the volume of material removed per unit time, with 

the units of mm3/min. It was derived for each experimental run by the expression presented by 

Kalpakjian and Schmid, (2009): 

𝑀𝑀𝑅 = 𝜋 ∗ 𝐷𝑎𝑣 ∗  𝑑𝑜𝑐 ∗ 𝑓 ∗ 𝑁                      (1)       

Dav is average diameter of work piece, mm 
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Doc is depth of cut, mm, 

F is feed rate, mm per rev N is spindle speed, rev per min 

Empirical formula for tool wear rate, developed by El-Hossainy et al. in 2010, was adopted for 

this study. This formula is presented as in equation 2.  

 

B. Tool Wear Rate (TWR) 

𝑇𝑊𝑅 = 𝐾𝑉𝛼𝑓𝛽𝑑𝛾𝑡𝜎                  (2) 

Where 𝑘, ∝, 𝛽, 𝛾 and 𝜎 are constants, whose values were determined empirically, using regression 

analysis as 8.2961X10-5, 2.747, 1.473, 1.261 and 0.43 respectively. The variable 𝑡 represents the 

length of time in minutes spent in cutting under the cutting conditions specified by the cutting 

speed (𝑉) in m/min, the feed rate (𝑓) in mm/rev, and the initially adjusted depth of cut (𝑑), in mm. 

3. Results and Discussion 

Table 2 shows the result of experimental design matrix and output response 

Table 2: Experimental Design Matrix and Output Response 

Std. Run  Factor Response 

 

Block 

Spindle 

Speed 

(rpm) 

Feed 

rate  

(mm/rev) 

Dept 

of  

cut 

(mm) 

Material 

Removal 

Rate, 

MRR 

(mm3/min.) 

Tool Wear 

Rate, 

TWR 

(mm3/min.) 

13 1 Block 1 162.5 0.15 0.16 1024.69 0.029 

18 2 Block 1 162.5 0.15 1 7091.04 0.368 

10 3 Block 1 259.2 0.15 1 12228.9 1.113 

3 4 Block 1 105 0.18 0.5 2954.34 0.067 

20 5 Block 1 162.5 0.15 1 7502.04 0.402 

17 6 Block 1 162.5 0.15 1 7502.04 0.348 

5 7 Block 1 105 0.12 1.5     5849.3 0.177 

19 8 Block 1 162.5 0.15 1 7680.4 0.273 

9 9 Block 1 65.8 0.15 1 2935.16 0.041 

12 10 Block 1 162.5 0.2 1 10208.5 0.501 

11 11 Block 1 162.5 0.1 1 4955.54 0.236 

7 12 Block 1 105 0.18 1.5 8773.96 0.27 

15 13 Block 1 162.5 0.15    1 7182.65 0.307 

8 14 Block 1 220 0.18 1.5 18383.5 1.496 

1 15 Block 1 105 0.12 0.5 1969.56 0.044 

4 16 Block 1 220 0.18 0.5 6190.05 0.374 

16 17 Block 1 162.5 0.15 1 7382.04 0.393 

14 18 Block 1 162.5 0.15 1.84 14024.5 0.807 

6 19 Block 1 220 0.12 1.5 12255.7 0.98 

2 20 Block 1 220 0.12 0.5 4126.7 0.245 
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The experimental results were analysed with ANOVA, to identify the factor(s) that significantly 

influence the responses, as shown in Tables 3 and 4. Quadratic model was suggested from the 

sequential model sum of squares [Type II] for the two responses. 

 

Table 3: ANOVA prediction for Material Removal Rate 

Source Sum of 

Square  

 

df Mean 

Square 

F Value p-value 

Prob > F 

 

Model 9885.61 9 1098.4 264.05 < 0.0001 Significant 

A-Spindle Speed 2788.68 1 2788.68 670.39 < 0.0001  

B-Feed Rate 849.11 1 849.11 204.12 < 0.0001  

C-Depth of cut 5951.81 1 5951.81 1430.79 < 0.0001  

AB 20.8 1 20.8 5 0.0493  

             AC 144.82 1 144.82 34.81   

             BC 44.09 1     44.09 10.6 0.0086  

A^2 7.48 1 7.48 1.8 0.2096  

B^2 0.33 1 0.33 0.079 0.7847  

C^2 80.15 1 80.15 19.27 0.0014  

Residual 41.6 10 4.16    

Lack of Fit 34.67 5 6.93 5 0.0051 Not significant 

Pure Error 6.93     5 1.39    

Cor Total 9927.21 19     

 

Table 4: ANOVA prediction for Tool Wear Rate 

Source Sum of 

Square  

 

df Mean 

Square 

F Value p-value 

Prob > F 

 

Model 2.83 9 0.31 97.53 < 0.0001 Significant 

A-Spindle Speed     1.38 1 1.38 427.82 < 0.0001  

B-Feed Rate 0.11 1 0.11 33.07 < 0.0002  

C-Depth of cut 0.9 1 0.9 278.48 < 0.0001  

AB 0.035 1 0.035 10.85 0.0081  

             AC 0.29 1      0.29 89.71 < 0.0001  

             BC 0.026 1     0.026 8.1 0.0174  

A^2 0.092 1 0.092 28.52 0.0003  

B^2 5.47E-04 1 5.47E-04 0.17 0.689  

C^2 8.07E-03 1 8.07E-03 2.5 0.1447  

Residual 0.32 10 3.22E-03    

Lack of Fit 0.02 5 3.92E-03 1.55 0.3213 Not significant 

Pure Error 0.013     5 2.53E-03    

Cor Total 2.86 19     

Table 3 presents the ANOVA for the cutting parameters against Material removal rate. it can be 

seen that factors A, B and C have significant influence for the maximization of material removal 
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rate, since they possessing values of "Prob > F" less than 0.0500. Also, the probability value 

associated with the lack of fit is 0.0522, which is not significant. It is desirable to have an 

insignificant lack of fit. Table 4 depicts the ANOVA generated at 95% confidence level for the 

input factors and the response (TWR). In this model, it is observed that A, B and C are the 

significant model terms for the minimization of Tool Wear Rate. 

3.1 Goodness of Fit 

To validate the adequacy of the quadratic model based on its ability to and maximize Material 

Removal Rate (MRR) and minimize Tool wear rate (TWR), the goodness of fit statistics presented 

in Tables 5 and 6 were employed; 

Table 5: GOF statistics for validating model significance towards maximizing MRR 

GOF statistics for validating model significance towards maximizing MRR 

R-Squared 0.9958 

Adj R-Squared 0.992 

Pred R-Squared 0.9347 

Adeq Precision 35.114 

 

The Adjusted R-Squared and Predicted R-Squared should be within approximately 0.20 of each 

other to be in "reasonable agreement. 

 

Table 6: GOF statistics for validating model significance towards minimizing TWR 

GOF statistics for validating model significance towards minimizing TWR 

R-Squared 0.9887 

Adj R-Squared 0.9786 

Pred R-Squared 0.9347 

Adeq Precision 36.114 

 

Tables 6 reports an R2 value of 0.9958 for MRR, which implies that the model can explain 99% of 

the variability in MRR. Tables 6 shows that the R2 value of 0.9887 for TWR implies that the 

model can explain 98.87% of the variability in TWR. The respective adjusted R-squared and 

predicted R-squared in both Tables 5 and 6 are in good agreement. Adequate precision is greater 

than the desired value is 4. Implying, it can be used to navigate the design space. 

 

 

3.2 Surface Plots and Inferences 

A. Material Removal Rate (MRR) 

The 3D response surface, showing the expected Material Removal Rate (MRR) as a function of 

spindle speed (A) and feed rate (B) is presented in Figure 1.  
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Figure 1: 3D response surface plot, showing the expected MRR as a function of A and B 

 

The 3D response surface, showing the expected Material Removal Rate (MRR) as a function of 

spindle speed (A) and Depth of cut (C) is presented in Figure 2. 

 

 

Figure 2: 3D response surface plot, showing the expected MRR as a function of A and C 

 

The 3D response surface, showing the expected Material Removal Rate (MRR) as a function of 

feed rate (B) and depth of cut (C) is presented in Figure 3. 

 

Figure 3: 3D response surface plot, showing the expected MRR as a function of B and C 
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The 3D response surface, showing the expected Tool Wear Rate (TWR) as a function of spindle 

speed (A) and feed rate (B) is presented in Figure 4.  

 

Figure 4: 3D response surface plot, showing the expected TWR as a function of A and B 

 

The 3D response surface, showing the expected Tool Wear Rate (TWR) as a function of spindle 

speed (A) and Depth of cut (C) is presented in Figure 5. 

 

Figure 5: 3D response surface plot, showing the expected TWR as a function of A and C 

 

The 3D response surface, showing the expected Tool Wear Rate (TWR) as a function of feed rate 

(B) and depth of cut (C) is presented in Figure 6. 

 

3.3 Mathematical Modeling 

The values of the responses were evaluated using mathematical models, for various combinations 

of input parameters. This method of data evaluation helps in theoretical decision making for 

finding optimal cutting conditions. The mathematical models of Material removal rate and Tool 

wear rate generated from this study are shown in Equations 3 and 4. Final Equation in terms of 

coded factors: 
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Figure 6: 3D response surface plot, showing the expected TWR as a function of B and C 

 

𝑀𝑅𝑅 + 1350.00 =  +93.46 + 14.29 ∗ 𝐴 + 7.89 ∗ 𝐵 + 20.88 ∗ 𝐶 + 1.61 ∗ 𝐴 ∗ 𝐵 + 4.25 ∗ 𝐴 ∗

𝐶 + 2.35 ∗ 𝐵 ∗ 𝐶 + −0.72 ∗ 𝐴2 + 0.15 ∗ 𝐵2 − 2.36 ∗ 𝐶2                                                                    (3) 

Where: MRR= Material removal rate, A= Spindle speed, B= Feed rate and C= Depth of cut. 

Final equation in terms of coded factors 

𝑇𝑊𝑅 =  +0.35 + 0.32 ∗ 𝐴 + 0.088 ∗ 𝐵 + 0.26 ∗ 𝐶 + 0.06 ∗ 𝐴 ∗ 𝐵 + 0.19 ∗ 𝐴 ∗ 𝐶 + 0.057 ∗ 𝐵

∗ 𝐶 + 0.080 ∗ 𝐴2 + 6.163𝐸 − 003 ∗ 𝐵2 + 0.024 ∗ 𝐶2                                          (4) 

Where: 

TWR= Tool wear rate, A= spindle speed, B= feed rate, C= depth of cut, A*B= spindle speed*feed 

rate, A*C= spindle speed*depth of cut, B*C= feed rate*depth of cut, A2= spindle speed2, B2= feed 

rate2, C2= depth of cut2   

 

3.4 Optimization 

To acertain how desirable the developed models are, Numerical optimization was carried out. 

During this numerical optimization stage, design expert was set to maximize material removal rate 

(MRR) and minimize Tool wear rate (TWR) and determine the optimum input parameters 

settings. The results are presented in Table 7. Design Expert found twelve (12) solutions but 

selected one. All solutions are optimal, depending on response of priority.  

 

Table 7: Results for Numerical optimization 
Number A 

 

B C MRR TWR Desirability  

1 113.99 0.18 1.5  0.35293 0.964  

2 113.17  0.18 1.5 9641.87 0.34659 0.964  

3 112.72 0.18 1.5 9576.61 0.34319 0.964  

4 115.23 0.18 1.5 9736.94 0.36232 0.964  

5 110.6 0.18 1.5 9377.59 0.32723 0.964  

6 113.99 0.18 1.5 9623.11 0.35192 0.964  

7 116.88 0.18 1.5 9865.69 0.37506 0.964  

8 114.43 0.18 1.49 9637.12 0.35379 0.964  

9 116.22 0.18 1.47 9642.18 0.35885 0.963  
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10 119.18 0.17 1.5 9698.44 0.3742 0.963  

11 124.54 0.18 1.44 10039.9 0.40693 0.963  

12 132 0.18 1.5 10788.1 0.48201 0.962  

 

4. Conclusion 

In this study, we investigated how different machining parameters settings affect material removal 

rate and Tool wear rate, using response surface methodology. The results obtained from the 

ANOVA Table 3 revealed that the spindle speed, feed rate and depth of cut have significant 

influence on material removal rate. Also, from Table 4, spindle speed, feed rate and depth of cut 

have significant influence on Tool wear rate. It was also observed, from Table 7, that optimum 

machining setting of spindle speed of 113.99 rpm, feed rate of 0.18 mm/rev and a depth of cut of 

1.5 mm will result in a turning process with an optimum (maximized) material removal rate of 

9641.87 mm3/min and Tool wear rate (minimized) of 0.35293 mm3/min, with a composite 

desirability value of 96.4%.  
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Abstract 
This study deals with modification of combined ratio estimator in stratified random sampling using calibration 

estimation approaches. Calibration distance measures with their associate constraints were used to modify combined 

ratio estimator. New sets of optimum calibration weights are derived and used to obtained new calibration estimators 

of population mean in stratified random sampling. Empirical study through simulation was conducted to investigate the 

efficiency of the new estimators obtained. The results revealed that the proposed calibration estimators are more 

efficient than other existing estimators considered in the study. 

 

Keywords: 

Calibration weights, Combined Ratio, Estimators, Mean Squared Error, Stratified Sampling. 
 

1. Introduction 

Calibration estimation adjust the original design weights by incorporate the known population 

parameters of auxiliary variables. Calibration approach is used in stratified random sampling to 

obtain optimum strata weights for improving the precision of survey estimates of population 

parameters. The technique of estimation by calibration in survey sampling was introduced by [1]. 

The idea is to use auxiliary information to obtain a better estimate of parameters for population of 

interest. Following [1], many researchers have studied calibration estimation using different 

calibration constraints of auxiliary variables in survey sampling design. [2] was the first researcher 

that extended calibration approach to stratified sampling design. [3], [4], [5], [6] and [7] applied 

calibration estimation to ratio-type estimators in stratified sampling. [8] developed a multivariate 

calibration estimator for the population mean with using different distance measures with two 

auxiliary variables in stratified sampling. [9] have suggested calibration estimators for estimating 

the population mean in stratified sampling based on different calibration constraints of auxiliary 

information.  

The existing calibration estimators such as [2], [4], [5], [8], [10], [6], [9], [11], [12], [7], and [14] 

have modified the stratum weight of the unbiased estimators using auxiliary variables in stratified 

sampling to improve its efficiency whereby strata with large sizes are favoured and more represented 

in the estimation. To overcome this challenge, strata sample means are computed based on the 

information and sizes of each of the stratum using calibration techniques to produce more efficient 

estimators.  

Consider a finite population  of N elements,  1 2 3, , ,..., N    = consists of L strata with   

hN  units in the h th stratum from which a simple random of size hn  is taken from the population 

using SRSWOR. Total Population size
1

L

hh
N N

=
= , sample size 

1

L

hh
n n

=
= where 

, 1,2,...,hi hiy i N= and , 1,2,...,hi hix i N= of study variable y  and x  auxiliary variable. Let h hW N N=

be the strata weights, 
1

1

hn

h hi

i

y n y−

=

=  and 
1

1

hn

h hi

i

Y N y−

=

=  are the sample and population means 

respectively for the study variables. 

 

http://www.nipesjournals.org.ng/
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1.2 Related Literature Review 

According to [15], the traditional estimator of population mean in stratified sampling given as: 

1

L

st h h

h

y W y
=

=          (1) 

( ) 2 2

1

1L
h

st h hy

h h

f
V y W s

n=

 −
=  

 
        (2) 

where ( ) ( )
1 22

1

1 , /
hn

hy h hi h h h h

h

s n y y f n N
−

=

= − − =  

[16] suggested a combined ratio estimator as  

RC st
st

st

y
y X

x
=          (3) 

where
1 1

,
h hn n

st h h st h h

i i

y W y and x W x
= =

= =   

The mean square error of the combined ratio estimator is 

 

( ) ( )2 2 2 2 2

1

2
L

RC

st h h yh xh yxh

h

MSE y W S R S RS
=

= + −     (4) 

where 
Y

R
X

=  

[2] introduced the calibration approach for the combined general regression estimator for the 

population mean in the stratified sampling design given by: 

( )

1

L
SH

st SH h h

h

y y
=

=           (5) 

[2] obtained new calibration weights by minimizing of the Chi-Square distance measure in (6) 

subject a calibration constraint: 

( )

1

2

1

1

1

min

. .
h

L
SH

h h h h

h

L
SH

h

h

Z W Q W

s t x X

=

=


=  − 



 =





      (6) 

The calibrated weights and the estimator of (5) are obtained as show in (7) and (8) respectively. 

2

1 1 1

/
h h h

L L L
SH

h h h h h h h

h h h

W W Q x W Q x X W x
= = =

  
 = + −  

  
      (7) 

And thus, [2] proposed calibrated estimator is given by: 

2

( )

1 1 1 1

/
h h h h h

L L L L

st SH h h h h h h

h h h h

y W y W Q x y W Q x X W x
= = = =

  
= + −  

  
       (8) 

The variance of the calibrated estimator is given by 

( )
( )2 2

( )

1

1L
hSH

st SH h eh

h h

f
V y s

n=

−
=        (9) 

where ( )
12 2

1

1
nh

eh h hi

i

s n e
−

=

= −   is the thh  strata sample mean square and ( ) ( )hi hi h hi he y y b x x= − − −  

with 2

1 1

/
h h h

L L

h h h h

h h

b W Q x y W Q x
= =

=  and 1 1

hf n N− −= − is the h th strata sample. 
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[4] proposed two constraints: first and second order moments of auxiliary variable to obtain 

calibration weights for estimating the population mean in stratified sampling and the calibration 

estimator of the population mean under stratified sampling given by: 

( )

1

L
Tr

st Tr h h

h

y y
=

=           (9) 

[4] derived new calibration weights by minimizing of the Chi-Square distance measure in (11) 

subject to the following calibration constraints: 

( )
2

3

1

1

2 2

1 1

min

. .

L
Tr

h h h h

h

L
Tr

h h

h

L L
Tr

h xh h xh

h h

Z W Q W

s t x X

s W S

=

=

= =


=  − 




 = 



 = 






 

      (11) 

where ( ) ( )
2

2

1

1
nh

xh hi h h

i

s x x n
=

= − −   and ( ) ( )
2

2

1

1
nh

xh hi h h

i

S x x N
=

= − − are the sample and population 

mean squares of the auxiliary variable respectively. 

The calibrated weights and the estimator of (9) are obtained as show in (12) and (13) respectively 

( )
( ) ( )

( )
( )

4 2 2

1 1 1 1

2

4 2 2

1 1 1

2

1 12

L L L L

h h h h h xh h xh xh h h h xh

h h h hTr

h h h h h
L L L

h h xh h h h h h h xh

h h h

L L

h h h h h h xh h

h h

h h xh

W X x W Q s W S s W Q x s

W W Q x

W Q s W Q x W Q x s

W X x W Q x s W S

W Q s

= = = =

= = =

= =

    
− − −    

    
 = +

    
−    

    

  
− −  

  −

   

  

  ( )2 2

1 1

2

4 2 2

1 1 1

L L

xh xh h h h

h h

L L L

h h xh h h h h h h xh

h h h

s W Q x

W Q s W Q x W Q x s

= =

= = =

 
−  

 

    
−    

    

 

  

  (12) 

( )2 2

( ) 1( ) 2( )

1 1 1

ˆ ˆ
L L L

st Tr h h T h h T h xh xh

h h h

y W y X W x W S s 
= = =

 
= + − + − 

 
      (13) 

where 

4 2 2

1 1 1 1

1( ) 2

4 2 2

1 1 1

ˆ

L L L L

h h h h h h xh h h h xh h h h xh

h h h h

T
L L L

h h xh h h h h h h xh

h h h

W Q x y W Q s W Q y s W Q x s

W Q s W Q x W Q x s

 = = = =

= = =

     
−     

     =
    

−    
    

   

  

    

2 2 2

1 1 1 1

2( ) 2

4 2 2

1 1 1

ˆ

L L L L

h h h xh h h h h h h h h h h xh

h h h h

T
L L L

h h xh h h h h h h xh

h h h

W Q y s W Q x W Q x y W Q x s

W Q s W Q x W Q x s

 = = = =

= = =

     
−     

     =
    

−    
    

   

  

    

The variance of [4] calibrated estimator is given by 

( )
( )2 2

( )

1

1L
hTr

st Tr h eh

h h

f
V y s

n=

−
=        (14) 
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where ( )
12 2

1

3
nh

eh h hi

i

s n e
−

=

= −   is the h th strata sample mean square and 

( ) ( ) 2 *2

1( )
ˆ

hi hi h T hi h xhe y y x x s= − − − −  with ( )
2*2 1

1

nh

xh h hi h

i

s n x x−

=

= − is the maximum likelihood. 

[17] developed a calibration estimator for estimating population mean under stratified random 

sampling using a distance function of the sum of weighted squared deviation of calibrated and 

stratum weights as follows: 

1

L
LA LA

st h h

h

y y
=

=          (15) 

( ) ( )
212

1

L
LA

hx h h h

h

Z S Q W
−

=

=  −       (16) 

where LA

h are the calibrated weights and 2

hxS is the mean square of auxiliary variable in hth stratum 

subject to the calibration constraint  

1

1
h

L
LA

h

h

x X
=

 =         (17) 

The calibrated weights and the estimator of (15) are obtained as show in (18) and (19) respectively. 

( )

( )

1
2

1
2 2 1

1

h

h

h

L
h hxLA

h h hL
h

h hx

h

x Q S
W X W x

x Q S

−

−
=

=

 
 = + − 

 



     (18) 

1 1

ˆ
h h

L L
LA

st h h

h h

y W y X W x
= =

 
= + − 

 
         (19) 

where 

( )

( )

1
2

1

1
2 2

1

ˆ
h

h

L

h h hx

h

L

h hx

h

x y Q S

x Q S



−

=

−

=

=



 

The variance of the calibrated estimator is given by 

( )
( )2 2

1

1L
hLA LA

st h eh

h h

f
V y s

n=

−
=         (20) 

where ( )
12 2

1

1
nh

eh h hi

i

s n e
−

=

= −   is the 
thh  strata sample mean square and ( ) ( )ˆ

hi hi h hi he y y x x= − − − . 

[12] proposed a calibration estimator of the population mean in stratified sampling by introducing 

new calibration equations. [12] calibration estimator of the population mean Y  under stratified 

sampling given by 

1

( )
L

C

st h h

h

y c y
=

=          (21) 

where C

h  is calibrated weight which is chosen such that the sum of the Chi-Square distance mean  

( )
2

1

1 1

1

min

. .

1

L
C

h h h h

h

L L
S

h h h h

h h

L
C

h

h

Z W Q W

s t x W X

=

= =

=


=  − 




 = 



 = 




 



       (22) 
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The calibrated weight and the estimator of (21) are obtained as show in (23) and (24) respectively 

( ) ( )
1 1

2
12

1 1 1

L L

h h h h h h h h h h L
h hC

h h h h
L L L

h

h h h h h h h h

h h h

W Q x W Q W Q W Q x

W X W x

W Q W Q x W Q x

= =

=

= = =

   
−   

     = + − 
     

−    
    

 


  

  (23) 

1 1

ˆ( )
L L

st h h st h h

h h

y c W y X W x
= =

 
= + − 

 
        (24) 

where 1 1 1 1

2

2

1 1 1

ˆ

L L L L

h h h h h h h h h h h h

h h h h

st
L L L

h h h h h h h h

h h h

W Q x y W Q W Q y W Q x

W Q x W Q W Q x

 = = = =

= = =

     
−     

     =
    

−    
    

   

  

     

The variance of [12] calibrated estimator is given by 

( )
( )2 2

1

1
( )

L
hC

st h eh

h h

f
V y c s

n=

−
=        (25) 

where ( )
12 2

1

1
nh

eh h hi

i

s n e
−

=

= −   is the hth strata sample mean square and 

( ) ( )( )
ˆ

hi hi h hols hi he y y x x= − − −   

2. Methodology 

2.1 Proposed Estimator 

Having studied [12] calibration estimator, and motivated by his work. A new set of calibration 

estimators are proposed as: 

1

( )
L

M

st h h

h

y m y
=

=          (26) 

( )
2

* * *

1

*

1 1

*

1 1

min

. .

L
M

h h h h

h

L L
M

h h h h

h h

L L
M

h h

h h

Z W Q W

s t x W X

W

=

= =

= =


=  − 




 = 



 = 




 

 

      (27) 

where *

1

/
L

h h h h

h

W W X W x
=

=  , M

h are the new calibrated weights and hQ  is a chosen weight that 

determine the form of the proposed estimators. 

To derive new calibrated weights ( )M

h of the proposed estimator ( )( )sty m , the Lagrange 

Multiplier function L of ( )sty m  is defined as: 

( )
2

* * * *

1 2

1 1 1 1 1

2 2
L L L L L

M M M

h h h h h h h h h

h h h h h

L W W Q x W X W 
= = = = =

   
=  − −  − −  −   

   
     (28) 

where 1 and 2 are Lagrange’s multipliers, differentiate (28) with respect to h 2 , 1  and 2 , then 

equate to zero to obtained (29), (30), and (31) as follows: 
* * *

1 2

M

h h h h h h h hW W Q x W Q x  = + +        (29) 
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*

1 1

0
L L

M

h h h h

h h

x W X
= =

 − =         (30) 

*

1 1

0
L L

M

h h

h h

W
= =

 − =          (31) 

Substituting (29) in (30), and (31), the results are obtaining as: 

* 2 * * *

1 2

1 1 1 1

L L L L
M M

h h h h h h h h h h

h h h h

W x W x W X W x 
= = = =

 +  = −       (32) 

* *

1 2

1 1

0
L L

M M

h h h h h

h h

W x W 
= =

 +  =        (33) 

Solve equations (32) and (33) simultaneously, the results are obtaining as: 

* * *

1 1 1

1 2

* 2 * *

1 1 1

L L L

h h h h h h

h h h

L L L

h h h h h h h h

h h h

W X W x W Q

W Q x W Q W Q x

 = = =

= = =

  
−  

  =
    

−    
    

  

  

    (34) 

* * *

1 1 1

2 2

* 2 * *

1 1 1

L L L

h h h h h h h

h h h

L L L

h h h h h h h h

h h h

W X W x W Q x

W Q x W Q W Q x


= = =

= = =

   
− −   
   =

    
−    

    

  

  

    (35) 

On substituting (34) and (35) in (29) the new calibrated weights can be written as: 

( )

( )

* * *

1 1 1* *

2

* 2 * *

1 1 1

* * *

1 1 1*

* 2 *

1 1

L L L

h h h h h h

h h hM

h h h h h
L L L

h h h h h h h h

h h h

L L L

h h h h h h h

h h h

h h h
L L

h h h h h

h h

W X W x W Q

W W Q x

W Q x W Q W Q x

W X W x W Q x

W Q x

W Q x W Q

= = =

= = =

= = =

= =

  
−  

   = +
    

−    
    

  
−  

  −
  
 
  

  

  

  

 
2

*

1

L

h h h

h

W Q x
=

 
−  
 


  (36) 

Substituting (36) in (26) obtain the new combined calibration estimator ( )sty (m) as: 

( )* *

1 1

ˆ( )
L L

st h h m h h h

h h

y m W y W X x
= =

= + −       (37) 

Substituting 
*

1

L

h h h h

h

W W X W x
=

=   in (37), gives 

( )
1 1

1 1 1 1

ˆ( )
L L L L

st h h h m h h h h h

h h h h

y m X W y W x X W W x X x

− −

= = = =

     
= + −     

     
     (38) 

where 
1 1 1 1

2

2

1 1 1

ˆ

L L L L

h h h h h h h h h h h h

h h h h

m
L L L

h h h h h h h h

h h h

W Q W Q x y W Q y W Q x

W Q x W Q W Q x

 = = = =

= = =

     
−     

     =
    

−    
    

   

  

 

By setting 1hQ = , and 1/h hQ x= , set of new estimators were obtained respectively as: 
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( )
1 1

1 1

1 1 1 1

ˆ( )
L L L L

st h h h m h h h h h

h h h h

y m X W y W x X W W x X x

− −

= = = =

     
= + −     

     
     (39) 

( )
1 1

2 2

1 1 1 1

ˆ( )
L L L L

st h h h m h h h h h

h h h h

y m X W y W x X W W x X x

− −

= = = =

     
= + −     

     
     (40) 

where 1 1 1

1 2

2

1 1

ˆ

L L L

h h h h h h h

h h h

m
L L

h h h h

h h

W x y W y W x

W x W x

 = = =

= =

    
−    

    =
   

−   
   

  

 

and 

1 1

1 1 1 1

2 2

1

1 1 1

ˆ

L L L L

h h h h h h h h

h h h h

m
L L L

h h h h h

h h h

W x W y W x y W

W x W x W



− −

= = = =

−

= = =

     
−     

     =
    

−    
    

   

  

 

Hence, the variance of the proposed estimator is: 

( )
2 2

1

1
( )

L
M h

st h eh

h h

f
Variance y m s

n=

 −
=   

 
      (41) 

where 
2 2

1

1

1

hn

eh ih

ih

s e
n =

=
−
 is the hth strata sample mean square and ( ) ( )( )ˆˆ

ih hi h m hi he y y R x x= − − + −  

3.1 Simulation Study 

Simulation study is carried out to assess the performance and the efficiency of the proposed 

combined calibration estimators with other existing calibration estimators. Data of size 1000 units 

were generated for study Populations stratified into 3 non-overlapping heterogeneous groups as 200, 

300 and 500 using function defined in Table 1. Samples of sizes 20, 30 and 50 were selected 10,000 

times by method SRSWOR from each stratum respectively. Mean square error (MSE) of the 

considered estimators were computed as: 

( ) ( )
10000

2

1

1
, ( ) , ( ) , 1, 2.

10000
sti sti sti st i st i

j

MSE y y Y y y m and y c i
=

= − = =  (42)  

3. Results and Discussion 

Table 1: Populations Used for Empirical Study 

Population Auxiliary variable x  Study variable y  

I ( ) 1 2

3

chisq , 5, 6,

4, 1,2,3

h hx

h

  



 = =

= =
 

( )

( )

1, , 2,3,4

0.5, 0,1 , 1,2,3

j

hi h hi hi h h

h

y x E x j

N h

  

 

= + = =

=  =
 

II ( ) 1 1

2 2 3 3

, , 3, 2,

3, 1, 3, 3,

h h hx gamma    

   

 = =

= = = =
 

Different distributions with their parameters of the auxiliary and study variables 

 

Table 2: MSE of Some Existing and Proposed Estimator Using Population I  

Model I: 2

hi h hi hiy x = +  

Estimator MSE 

Stratified Mean sty  0.75583 
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Combined Ratio RC

sty  0.2657842 

[12] 1( )sty c  0.1734461 

[12] 2( )sty c  0.1769351 

Proposed Estimator
1( )sty m  0.1769035 

Proposed Estimator
2( )sty m  0.1724445 

Model II: 3

hi h hi hiy x = +  

Estimator MSE 

Stratified Mean 
sty  76.43739 

Combined Ratio RC

sty  47.38096 

[12] 1( )sty c  37.46485 

[12] 2( )sty c  37.93442 

Proposed Estimator
1( )sty m  31.56949 

Proposed Estimator
2( )sty m  31.41492 

Model III: 4

hi h hi hiy x = +  

Estimator MSE 

Stratified Mean sty  10101.63 

Combined Ratio RC

sty  7747.475 

[12] 1( )sty c  6653.738 

[12] 2( )sty c  6713.285 

Proposed Estimator
1( )sty m  6087.004 

Proposed Estimator
2( )sty m  6073.968 

 

Table 2 shows Mean Square Errors (MSE) of the proposed and some existing estimators using 

Population I. The result revealed that the proposed estimators have least MSE compared to the 

existing estimators under stratified random sampling. This implies that the proposed estimators are 

proficient and more efficient than stratified sample mean, combined ratio estimator. 

 

Table 3: MSE of Some Existing and Proposed Estimators Using Population II  

Model I: 2

hi h hi hiy x = +  

Estimator MSE 

Stratified Mean sty  0.1533715 

Combined Ratio RC

sty  0.07184717 

[12] 1( )sty c  0.0367516 

[12] 2( )sty c  0.03768872 

Proposed Estimator
1( )sty m  0.03864333 

Proposed Estimator
2( )sty m  0.0376159 

Model II: 3

hi h hi hiy x = +  

Estimator MSE 

Stratified Mean sty  8.590126 
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Combined Ratio RC

sty  6.034635 

[12] (2017) 1( )sty c  3.907282 

[12] 2( )sty c  3.987594 

Proposed Estimator
1( )sty m  3.385937 

Proposed Estimator
2( )sty m  3.400304 

Model III: 4

hi h hi hiy x = +  

Estimator MSE 

Stratified Mean sty  589.8373 

Combined Ratio RC

sty  478.693 

[12] 1( )sty c  361.0893 

[12] 2( )sty c  366.8283 

Proposed Estimator
1( )sty m  329.5701 

Proposed Estimator
2( )sty m  332.2734 

Table 3 shows Mean Square Errors (MSE) of the proposed and some existing estimators using 

Population II. The result revealed that the proposed estimators have least MSE compared to the 

existing estimators under stratified random sampling. This implies that the proposed estimators are 

proficient and more efficient than stratified sample mean, combined ratio estimator and [12]. 

Tables 2 and 3 show the Mean Square Error (MSE) of the proposed combined calibration estimators 

and other estimators using simulated data. The results revealed that the proposed combined 

calibration estimators have minimum MSE compared to the traditional estimators and other 

estimators considered under stratified random sampling.  

4. Conclusion 

The In this paper, dimensional analysis was applied to develop an empirical model for the energy 

density of lithium ion battery. Result showed that the energy density of the lithium battery is 

significantly dependent on the elastic property of the material i.e the specific modulus. Hence 

improving the actual energy density is possible with materials having very low energy density, high 

compressibility and high young modulus. Result also showed that increasing the specific modulus 

will not only significantly improve the energy density but also increase the mechanical durability of 

the lithium ion battery. Hence in order to create a significant breakthrough, it is suggested that 

research should focus more on the elastic property of the electrode material. 

 

In this paper, new calibration combined stratified ratio estimators for estimating population mean 

proposed with two set of constraints which minimized a given chi-squared distance measure and 

new calibration weights are developed. The simulation study showed that the proposed calibration 

combined ratio estimators performed (having least MSE) better than other estimators considered in 

the study. In conclusion, the proposed calibration combined ratio estimators give better estimate for 

the population mean of the study variable and more efficient that usual traditional estimator, 

combined ratio estimator and [12] estimators. 

Nomenclature 
  

N 

n 

yh 

xh 

Wh 

Total Population size,  

Sample size where  

Study variable 

Auxiliary variable   

Strata weights 
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Abstract 
Facies otherwise known as lithofacies are mappable subdivision of a stratigraphic unit that can be distinguished by its 

lithology (texture, mineralogy, grain size and depositional environment that produced it). The classification of 

lithofacies is crucial in seismic interpretation because different rocks have different permeability and fluid saturation 

for a given porosity. The usual sources for lithofacies classification are core samples of rocks extracted from wells. 

However, due to cost implications, it is usually difficult to obtain core samples at every location of the well. Thus, it is 

imperative to develop a method of classifying facies from indirect measurements such as from well logs. This will allow 

facies classification to be carried out by assigning a rock type or class to a specific sample on the basis of measured 

features. In this work, machine learning, a branch of artificial intelligence was employed to carry out this classification. 

Several machine learning algorithms were tested on well logs in order to determine how best to employ machine 

learning to classify lithofacies based on the measurement of wireline logs. Each algorithm was assessed based on the 

performance metrics and it was observed that the random forest algorithm performed best. Consequently, this algorithm 

was used to build the final model and tested on a blind well. The results obtained was very satisfactory. Hence, machine 

learning can be a veritable tool that can replace the costly core sample retrieval and measurement for mapping 

stratigraphic unit. 

 

Keywords: 

Machine Learning, Lithofacies,Well logs. 
 

 

1. Introduction 

Facies are mappable subdivision of a stratigraphic unit that can be distinguished by its lithology 

(texture, mineralogy, grain size and depositional environment that produced it) [1]. The physical 

and organic characteristics found in rock units usually provide some insight into the different 

process and systems which may have occurred in the region. When several facies are combined with 

physical models and other geologic data, this can help provide informative low-dimensional models 

of the geologic region. Facies can be of different types including sedimentary facies, lithofacies, 

seismic facies, etc. 

The classification of lithofacies is crucial in seismic interpretation because different rocks have 

different permeability and fluid saturation for a given porosity [2]. The main sources of data for 

subsurface study usually comes from variety of sources most especially those involving drilling. 

The ideal source of data for facies classification is the core samples obtained from drilled wells 

which gives us direct assessment of the sedimentary structure. The problem with this is that it is 

usually very costly to obtain cores from every level of the well and thus, this is not usually a feasible 

option to many cases. 

 

Machine Learning is very good at helping large amounts of data simultaneously. It can help in 

determining relationships between several types of data at once. It can also help discover 

nonlinearities in the law of the solutions that we have in interpretation processes [5].  We often 

make the assumption that some elements of the Earth are linear, while in its real sense, they are 

non-linear. Ultimately, machine learning can help to improve efficiency and accuracy over time 

and we will be able to automate interpretive processes. This will help geoscientists to be more 

effective and efficient. Machine Learning helps to reveal trends, geological features or properties 

in our data. Ordinarily, most of these are difficult to be seen with conventional approaches [6]. This 

will ultimately reduce risks in drilling for oil and gas. 

http://www.nipesjournals.org.ng/
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This study is aimed at providing an alternative means to achieve facies classification with the use 

of wireline logs which involves the process of lowering instruments into a borehole and recording 

measurements that detail the physical characteristics of the surrounding rock and fluid depth.  

 

 
Figure 1: Photographed slabbed core layout in the core shed at SPDC [3] 

 

 
Figure 2: Well logging [4] 

2. Materials and Methods 

Available for this work are datasets from six (6) wells drilled in the X-field in the North Sea. The 

well logging datasets include gamma ray log (GR) which measures natural formation radioactivity, 

resistivity log (RT) which measures the subsurface ability to impede the flow of electric current,  

density log (RHOB), Neutron-density porosity difference and average neutron-density porosity 

which are measurements correlated to facies density, Photoelectric effect  measures electrons 

emission of a facies illuminated by light rays, Nonmarine/marine indicator which is a binary flag 
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attributed by experts to distinguish between marine and on marine facies upon data inspection, and 

Relative position which is the integer index of each layer depth starting from 1 for the top layer, and 

increasing with depth. All six (6) except two (2) of the wells missing the facies logs have full suites 

of well logs. Figure 1 shows the variation of logs in well SHRIMPLIN. The statistical properties of 

the dataset also are shown in Table1.  

 
Figure 3: Visualization of well logs showing facies in different colors 

 

The nine discrete facies (classes of rocks) identified for the field of study are: 

1. Nonmarine sandstone 

2. Nonmarine coarse siltstone 

3. Nonmarine fine siltstone 

4. Marine siltstone and shale 

5. Mudstone (limestone) 

6. Wackestone (limestone) 

7. Dolomite 

8. Packstone-grainstone (limestone) 

9. Phylloid-algal bafflestone (limestone) 

Table1: Descriptive Statistics of Training Data 

 Facie

s 

Depth GR ILD_Lo

g 

DeltaPh

i 

PHI

N 

PE NM_

M 

RELPO

S 

Coun

t 

3232 3232 3232 3232 3232 3232 323

2 

3232 3232 
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Mean 4.42 2875.8

2 

66.14 0.64 3.56 13.48 3.73 1.50 0.52 

Std 2.50 131.01 30.85 0.24 5.23 7.70 0.90 0.50 0.29 

Min 1.00 2573.5

0 

13.25 -0.03 -21.83 0.55 0.20 1.00 0.010 

Max 9.00 3122.5

0 

381.1

5 

1.48 18.60 84.40 8.09 2.00 1.00 

 

The distribution of these facies to be used to train the predictive model is given in table 2 below. 

Table 2: Distribution of Training Data 

S/N Facies Distribution 

1 Nonmarine sandstone 170 

2 Nonmarine coarse siltstone 649 

3 Nonmarine fine siltstone 498 

4 Marine siltstone and shale 177 

5 Mudstone (limestone) 198 

6 Wackestone (limestone) 391 

7 Dolomite 81 

8 Packstone-grainstone (limestone) 458 

9 Phylloid-algal bafflestone (limestone) 161 

 

It can be seen that some facies (facies 7: Dolomite) has very low examples. This is usually a problem 

for classifiers to correctly predict classes with fewer representation [7]. 

The first step for the predictive model building involves preprocessing of the data. This process 

involves missing data and outlier detection. In cases where there are missing data or outliers, it is 

usual practice in machine learning to remove the entire sample comprising the missing data and 

outliers or the missing values are filled by average values [8]. One way to effectively determine 

such error prone data is by looking at the descriptive statistics of the dataset as shown in table 1 

above. 

The table shows that no missing data are found in the dataset with the counts of all the feature being 

the same (3232). Also, by examining other statistical values such as mean and standard deviations, 

this is indicative that the data are in good conditions. The well logs have been environmentally 

corrected. 

The next important step is to analyze the features that will be useful for the building of the predictive 

model. It is important to filter out features that are not useful for the creation of the model. This can 

be achieved by assessing the correlation coefficient of the features against each other (Figure 4). 

Those that are highly correlated will have to be filtered out by selecting either of the two variables. 

This will allow a less complex model to be achieved.  

It can be seen in figure 4 above that all features weakly correlated with each other, thus all available 

features will be useful as input parameters for the model. 

The machine learning algorithms used in this work were implemented in PYTHON’s scikit-learn 

library. The model algorithms include Linear Regression, Decision Tree, Support Vector Machine, 

Random Forest, Gradient Boosting and Multilayer Perceptron.  Several parameters are needed to be 

correctly selected to achieve better generalizability of each of the models.  

To assess which of the model gave better result, a model validation was carried out for each of the 

algorithms using a 10-fold cross validation (CV) frequently used approach in model validation [9]. 

This involves partitioning the datasets into 10 equally size folds. Nine of the fold is used as training 
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set for the model building while the remaining one-fold was used as testing dataset to evaluate the 

prediction. 

 

 
Figure 4: Correlation coefficient of features 

 

A way used to ascertain which of the models gave best result is by measuring the performance of 

each of the models using the metric performance, the confusion matrix as in Table 3. The confusion 

matrix is a summary of prediction results on a classification problem. This gives insight not only 

into the errors being made by the classifier but the types of error that are being made. From these 

the classification accuracy can be measure as True Positive + True Negative. 

 

Table 3: Confusion Matrix 
 

PREDICTED CLASS A PREDICTED CLASS B 

ACTUAL CLASS A TRUE POSITIVE FALSE NEGATIVE 

ACTUAL CLASS B FALSE NEGATIVE TRUE NEGATIVE 

 

3. Results and Discussion 

Tables 4 to 10 shows the confusion matrix used to assess the performance of the six machine 

learning algorithms tested for the facies classification task. 

Table 4: Linear Regression Confusion Matrix 

Predicted/ 

Actual 

SS SCiS FSiS SiSh MS WS D PS BS TOTAL 

SS 23 11 0 0 0 0 0 0 0 34 

SCiS 6 38 22 0 0 0 1 1 0 68 

FSiS 5 16 25 0 0 1 0 0 0 47 

SiSh 0 0 0 8 0 7 0 0 1 16 

MS 0 0 0 3 1 15 1 1 0 21 
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WS 0 0 0 3 0 25 1 2 1 32 

D 0 0 0 0 0 1 7 2 0 10 

PS 0 0 0 0 1 13 0 19 5 38 

BS 0 0 0 0 0 1 0 3 12 16 

F1 - Score 0.68 0.57 0.53 0.53 0.09 0.53 0.70 0.58 0.69 282 

 

Table 5: Decision Tree Confusion Matrix 

Predicted/ 

Actual 

SS SCiS FSiS SiSh MS WS D PS BS TOTAL 

SS 23 10 1 0 0 0 0 0 0 34 

SCiS 3 48 15 0 1 0 0 1 0 68 

FSiS 1 14 30 0 0 1 0 1 0 47 

SiSh 0 0 0 14 0 2 0 0 1 16 

MS 0 0 0 3 10 5 0 3 0 21 

WS 0 0 0 2 2 22 1 4 1 32 

D 0 0 0 1 0 0 6 3 0 10 

PS 0 0 0 2 6 4 0 23 3 38 

BS 0 0 0 0 0 1 0 1 14 16 

F1-Score 0.75 0.61 0.65 0.74 0.50 0.66 0.71 0.62 0.82 282 

 

Table 6: Support Vector Machine Confusion Matrix 

Predicted/ 

Actual 

SS SCiS FSiS SiSh MS WS D PS BS TOTAL 

SS 21 12 1 0 0 0 0 0 0 34 

SCiS 2 45 20 0 0 0 0 1 0 68 

FSiS 3 11 32 0 0 1 0 0 0 47 

SiSh 0 0 0 8 0 7 0 1 0 16 

MS 0 0 0 1 0 15 1 4 0 21 

WS 0 0 0 0 0 26 0 5 1 32 

D 0 0 0 0 0 1 7 2 0 10 

PS 0 0 0 1 0 7 0 28 3 38 

BS 0 0 0 0 0 0 0 4 14 16 

F1-Score 0.70 0.66 0.64 0.62 0.00 0.58 0.78 0.67 0.77 282 

 

Table 7: Random Forest Confusion Matrix 

Predicted/ 

Actual 

SS SCiS FSiS SiSh MS WS D PS BS TOTAL 

SS 27 7 1 0 0 0 0 0 0 34 

SCiS 2 46 19 0 0 0 0 1 0 68 

FSiS 0 8 38 0 0 1 0 0 0 47 

SiSh 0 0 0 10 0 4 0 1 0 16 

MS 0 0 0 3 11 5 0 2 0 21 

WS 0 0 0 1 1 27 1 0 2 32 
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D 0 0 0 0 0 0 6 4 0 10 

PS 0 0 0 1 1 1 0 34 1 38 

BS 0 0 0 0 0 0 0 1 15 16 

F1-Score 0.86 0.71 0.73 0.65 0.61 0.77 0.71 0.84 0.91 282 

 

Table 8: Gradient Boosting Confusion Matrix 

Predicted/ 

Actual 

SS SCiS FSiS SiSh MS WS D PS BS TOTAL 

SS 22 12 1 0 0 0 0 0 0 34 

SCiS 1 45 21 0 0 0 0 1 0 68 

FSiS 1 10 35 0 0 0 0 1 0 47 

SiSh 0 0 0 10 0 5 0 1 0 16 

MS 0 0 0 1 9 6 1 4 0 21 

WS 0 0 0 2 0 27 0 2 1 32 

D 0 0 0 0 0 1 6 3 0 10 

PS 0 0 0 2 0 4 0 30 2 38 

BS 0 0 0 0 0 0 0 0 16 16 

F1-Score 0.76 0.67 0.68 0.65 0.60 0.72 0.71 0.75 0.91 282 

 

Table 9: MultiLayer Perceptron Confusion Matrix 

Predicted/ 

Actual 

SS SCiS FSiS SiSh MS WS D PS BS TOTAL 

SS 23 10 1 0 0 0 0 0 0 34 

SCiS 3 43 21 0 0 0 0 1 0 68 

FSiS 4 5 36 0 0 0 0 2 0 47 

SiSh 0 0 0 11 1 3 0 1 0 16 

MS 0 0 0 4 6 6 1 4 0 21 

WS 0 0 0 2 0 26 0 3 1 32 

D 0 0 0 0 0 2 7 1 0 10 

PS 0 0 0 1 0 9 0 25 3 38 

BS 0 0 0 0 0 0 0 3 13 16 

F1-Score 0.72 0.68 0.69 0.69 0.40 0.67 0.78 0.64 0.79 282 

 

The classification accuracy is presented in table 10 below. 

Table 10: Classification accuracy of the different machine learning algorithm 
Algorithm Accuracy 

Linear Regression Classifier 0.56 

Decision Tree 0.67 

Support Vector Machine 0.64 

Random Forest 0.75 

Gradient Boosting 0.71 

Multilayer Perceptron 0.67 

 



 

 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

20-28 

27 

 

From the results presented by the confusion matrix, it can be seen that it is possible to notice that 

some facies are actually easier to classify than others. This is because some facies are represented 

many more times than others, thus making the classification problem strongly unbalanced [7]. 

By comparing the results of all the algorithms that were tested, the random forest algorithm 

performed best, thus adopted for the creation of our predictive model. The performance in terms of 

the F1-score and classification accuracy gave values 0.75 and 0.75 respectively higher than the other 

five results. 

After building the facies classification model adopting the random forest algorithm, the model was 

tested on a blind well to assess it performance qualitatively. The result is shown in figure below and 

it is very satisfactory. 

 

 
Figure 5: Comparison of Actual facies and Predicted facies for Test well data 

 

Satisfied with the performance of the model, it was deployed to predictive the missing facies for 

two other wells. Figure show the result of this prediction. 

 
Figure 7: Prediction of facies for well data without values. a: Well Stuart, b: Well Crawford 
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4. Conclusion 

We have been able to demonstrate in this work that it is possible to utilize machine learning 

algorithms in classifying facies so as to aid geological and geophysical data interpretation. We 

proposed that the Random Forest classifier be employed to build the predictive model for facies 

classification as it shows better results as compared with others. Moreover, there with the advent of 

deep neural network, there is prospect of having much better result when these networks are 

employed. 
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Abstract 
 

With the rising rate of greenhouse gas emissions observed due to the use of fossil fuels and the global demand of the 

world to reduce the level of dependency on the use of crude oil-based products, science and industries across the globe 

are not significantly giving greater attention to the use of bio-based materials. Many advanced countries are already 

investing a lot in this aspect of science; many developing nations, including Nigeria, are yet to follow suit. In addition, 

waste management in Nigeria has long received poor attention from the government and its residents. Potentials that 

the wastes, including municipal, domestic, and industrial wastes, would continue to rise. The need to consider the 

engagement of the waste-to-wealth approach where the wastes, in this case, could be transformed into green fuels like 

bioethanol, biodiesel, biogas, and a lot more. As a way of unfolding details on the potentials that it has to offer for the 

development of the rising nations like ours, this report tends to provide highlights on the concept of green sciences, 

benefits it tends to offer, recent advances reported so far on the subject and possible recommendations on areas that 

required the attention of our academia. Efforts should be put in place to promote the development and 

commercialization of local technologies which are eco-friendly, sustainable, and renewable. 
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1. Introduction 

The waste deposit around our communities is significantly rising annually, and persistent poor 

government attention to waste management in developing nations like Nigeria. These waste deposits 

are composed of domestic wastes from our various homes in the form of waste food and many other 

disposed materials. Other classes of these wastes are municipal wastes, industrial wastes, and 

agricultural wastes, which entails substances like sugarcane bagasse, sorghum bagasse, rice husk, 

maize cob, cassava peels, plant stalks, leaves, and a lot more [1]–[4]. Most of which is managed 

mainly via the burning of substances, which contributes to the generation of greenhouse gases 

(GHG) which contributes to global warming. A picture of some selected cities’ waste dumpsites is 

presented in Figure 1, showing the unfriendly situation of the dumpsites widely spread across our 

communities. 

The current dependence of our nation on fossil fuels as the primary source of fueling our power 

generating sets and automobiles has also become a serious subject of concern even as the world is 

promoting the campaign for the adoption of green fuels over fossil fuels. It is crucial to consider the 

use of green fuels like bioethanol, biodiesel, biomethane, biohydrogen, and a lot more as 

complementary or substitute fuel to the current use of fossil fuels like petrol, petro-diesel, kerosine, 

and many others[5]–[8].  

With the understanding of the potentials of transforming our vast wastes, which in the present state 

are not adequately managed, the promotion of green fuels usage in developing nations like Nigeria 

can go a long way to promote effective management of waste via the use of waste-to-wealth 

approach where the wastes aforementioned could be subjected to transformation processes to them 

converted into different classes of green fuels especially in the Northern Nigeria where vast land 

and green environment is mainly available for the establishment of the biorefineries. 

http://www.nipesjournals.org.ng/
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(a) Ijagun dumpsite in Ogun state[2] (b) Port Harcourt City [1] 

  

(c) Lagos Dumpsite [4] (d) Nyanya-Karu-Jikwoyi Road Dumpsite in Abuja [3] 

Figure 1. View (a-d) of different dumpsites in some Nigerian cities. 

This report seeks to unfold the prospect of the fuels to effectively manage our waste in Nigeria by 

promoting and adopting green fuels and establishing biorefineries in Nigeria. 

2 Overview of Waste, Green Fuels and their Relationship 

In presenting this concept of green fuels as a way to better manage our waste via the consideration 

of transforming them into valuable materials like green fuels and summarized for the survey, a 

framework is presented in Figures 2 to 4.  
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Figure 2. Framework showing the survey of green fuel (GF): Generations, Feedstock and 

Examples of GFs. 

Literature was surveyed to properly present the green fuel concept, classes, and potential feedstocks 

for their production. Alongside, the wastes often collected in Nigeria were surveyed were equally 

presented, showing their classes. A different way into how each class of wastes [9], [10] could be 

transformed into a particular class of green fuel was presented, as shown diagrammatically in Figure 

2. 

 

Figure 3. Wastes (biomass) classification and the green fuels feedstock class are associated with 

each waste category 
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Figure 2 presents the large concept and structures of green fuels. Figure 3 presents the classes of 

wastes collected daily across our cities and the generation of fuels where they can find good 

application as a potential feedstock for such generation of fuels.  

 

Figure 4. The relationship of the waste classes to the needed feedstock across various green fuels 

examples like bioethanol, biogas, and biodiesel. 

In contrast, Figure 4 presented the relationship of the various classes of waste to bioethanol, 

biodiesel, biogas, showcasing the possible type of green fuels that can be obtainable from each class 

of wastes in line with the report of literature [8], [11]–[23]. 

3. Prospect of the Green Fuel to Management of Wastes in Nigeria 

The consideration of the approach of waste-to-wealth via the conversion of wastes in our 

communities into valuable materials like green fuels would go a long way to proffering solutions to 

some of our present challenges and offer the government and residents further advantages, which 

are presented here. 

3.1 Reduction of stockpiles in the dumpsite  

A lot of the sites where these wastes are dumped would begin to record lower stock pills on the site 

due to the continuous collection and transportation of the wastes to the biorefineries, where they 
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would be transformed into green fuels and possible biochemicals which would be eco-friendly [22], 

[24]. 

3.2 Lesser generation of the poisonous gases on the dumpsite  

With the less volume of wastes present on the dumpsites, the number of poisonous gases like 

ammonia, hydrogen suphide, and many other dangerous gases generation on the sites would be 

significantly reduced [25], [26] via the continuous waste transformations into green fuels. 

3.3 Promotion of a cleaner environment:  

With less waste deposited around peoples’ residences, our communities would look cleaner. The 

community health would be generally improved with a conducive environment that would be 

obtained with lesser or negligible land pollution with these solid wastes [24], [27], [28]. 

3.4 Safer fuels to use:  

Adopting this process would go a long way to promoting clean air with the potential use of green 

fuel. Lesser usage of fossil fuels would lessen the volume of greenhouse gases (GHG) often released 

during the incomplete combustion of the fossil fuels, which are not consumed, unlike that of the 

green fuels, which have the potential of capturing carbon monoxide and carbon dioxide via the 

methanation process is presented. The concept is presented in Figure 5 of how this was done in their 

lifecycles. 

 

Figure 5. A comparing of fossil fuels and green fuels potential in the management of carbon 

dioxide using their lifecycle report [29]. 

In Figure 5, it can be justified that green fuels, otherwise known as biofuels, shows better 

management of carbon throughout the process its lifecycle compared to fossil fuel, which only 

produces carbon without the stage where the carbon is consumed or taken back in the report of the 

literature [29]. Instead, the fossil fuel system’s carbon pollutes our environment and further 

promotes global warming. 
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3.5 Complementary or substitution potential for the current fossil fuels:  

Our economy has long been largely dependent on fossil fuels as the primary source of revenue. The 

consideration of the approach would be a long to promote diversification of our economy and energy 

mix, where green fuels are currently missed. As the world is promoting green fuel, adopting the said 

approach would also attract both local and foreign investors to come into the sector to invest. 

Existing reports have to unfold the economic benefits of investing in green fuels like bioethanol 

[13], [14], [30], [31] in Nigeria. Although, there is no existing report accounting for the economic 

viability of investing in biodiesel and biogas in Nigeria.  

4. Conclusion 

This report successfully presented the current waste management situation in our communities, 

green fuel, and its relation to waste management, and the potential benefits of adopting this process 

or approach to our nation. These benefits include promoting a clean environment, cleaner air, 

complement or substitute to the current use of fossil fuels, and better waste management.  

Further studies are therefore recommended to give preferential attention to the development and 

commercialization of local technologies which are eco-friendly, sustainable, and renewable for the 

establishment of the biorefineries in Nigeria, especially the case of biodiesel and biogas, whose 

economic viability is yet to be reported. 
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Abstract 

Although primary health care remained the first point of contact for most rural communities in Nigeria with respect to 

health issue, the level of clients’ access and utilization are mostly plagued with distinct problems across geographic 

spaces, thereby impeding sustainable development of rural communities. The aim of this study is to evaluate the 

intriguing relationships existing between spatial distance and the utilization of government-owned primary health 

care facilities (PHCF) by residents in Isiala-Mbano, Imo State. A stratified random sampling method was used to 

select a sample population of 475. Questionnaire and interviews were used to elicit information from the respondents, 

while geospatial tools were used for mapping the spatial distributions of three Health Posts and fourteen Health 

Centers. Analyses of data using descriptive statistics, geographic information system, nearest neighbour analysis, 

Pearson product moment correlation coefficient, and student’s t-test revealed that: (i) PHCF’s are randomly 

distributed within the study area as indicated by the Nearest Neighbour Index of R = 1.164. (ii) Estimated Euclidean 

distances from users’ houses to nearest PHCFs showed that 66.5 percent of the users live within 1 km and 33.5 

percent live between 1 km to 2.3 km from the nearest PHCFs. (iii) Average Nearest Neighbour Distance gave 1.3708 

km with good topography.  (iv) The ratio of population to health center gave 11,972:1, implying that Isiala-Mbano is 

adequately served by primary health care centers, but the levels of utilizations were generally very low due to lack of 

doctors and valid drugs for patients. A test of Hypothesis showed that there is no significant relationship between the 

distance of primary health care facilities and the level of utilization in the study area. Hence, this study recommended 

timely health care facility reform through the supply of essential drugs and employment of specialized manpower 

sustainably to attend to patients in the study area 

 

Keywords: 

Geographic space, distance, utilization, health care facilities, sustainability 

 

 

1. Introduction 

One of the most focal agendas of sustainable development that have attracted the attention of the 

Nigerian government and international communities is the health sector. Yet, many reforms, 

funding, and supplies of facilities are concentrated at the Federal and State levels in recent times. 

Hence, most rural poor may lack access to adequate utilization of those specialized health care 

facilities at the centers due to factors such as distance, road network, insecurity, and/ or cost. The 

utilization not only reflects need but service-related factors such as availability, affordability, 

income, and practice patterns [1, 2]. 

In Nigeria and Imo State in particular, primary health care services (PHCS) are established for 

services such as prevention and control of locally endemic and epidemic diseases, provision of 

essential drugs and supplies, maternal and child care services, family planning and immunization 

against infectious diseases, educating the people about prevailing health issues and prevention or 

control measures, promotion of food supply and adequate nutrition (National Primary Health Care 

Development Agency [3,4]. Yet, people access and utilization of the services in most rural 

communities is not clearly known.  

http://www.nipesjournals.org.ng/
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Discounting the splendid responsibilities of PHCS highlighted, there is an increase in speculations 

that the available health care facilities in many rural communities are underutilized, abandoned, or 

neglected patients. The utilization of health care facilities can be constrained or accelerated by 

certain geographic variables such as distance, location, and time. Therefore, utilization denotes an 

individual’s ability to use health services when and where they are needed.  

In a perspective, Alegana, Wright, Petrina, Noor, Snow, and Atkinson [5] established that 

utilization of health care is affected by several factors such as geographical accessibility, bad 

roads, lack of electricity, lack of pipe-borne water, poverty level, and life-supporting amenities. 

The factors tend to pose serious challenges to sustainable development of the health sector in the 

21st century.  

In sub-Sahara Africa, [6] adopted grey literature approach in analyzing on human resources for 

health in Mali, Sudan, Uganda, Botswana and South Africa. The results revealed that a minority of 

the doctors, nurses and midwives were working in primary health care and shortages of qualified 

staff were key issues in rural areas. They further opined those shortages of personnel was the 

greatest issue in primary health care settings than at higher levels, leading to an upsurge in clients’ 

patronages of traditional healers.  

In exploration of the factors affecting access to PHC in rural areas of mostly low and middle-

income Countries [2] used five data-based (CINAHL, EMBASE, Global Health, Medline and 

Web of Science). Analyses using deductive and inductive approaches revealed that people were 

unable to access PHC due to obstacles including the interplay of availability, acceptability, 

affordability, and geography factors. In particular, limited availability of health care facilities and 

services and perceived low quality of care meant that those in need of health care services 

frequently had to travel for care.  

World Health Organization and UNICEF [7] have emphasized that sustainable investments in 

PHC will not only improve equity and access, but health care performance, accountability of 

health systems, and health outcomes. However, there are indications that variables such as 

awareness/ education, quality of food system, socio-economic security, local geography, and 

environment manifested as critical factors in determining health services and well-being of rural 

residents in this era of COVID-19 challenges.      

Recent developments in the COVID-19 pandemic and the corresponding effects on humans 

necessitate the placement of primary health care services at the center for optimum access and 

utilization by the vulnerable poor in rural communities. Amidst the expectations, there are issues 

associated with meeting the recommended standard of about 1,140 doctors and 3,620 

nurses/midwives in primary and secondary health care System of Imo State [8]. The figures were 

below World Health Organisation (WHO) recommended global threshold of 22.8 skilled health 

professionals per 10,000 populations for less economically developed countries [9, 10]. 

The Local Governments are responsible for the Primary Health Care Facilities under the support 

of the State Ministries of Health and within the overall national health policy under the 

supervision of the National Primary Health Care Development Agency. There are also private 

medical practitioners and organizations that provide health care facilities both in the urban and 

rural areas. International agencies such as United Nations International Children’s Emergency 

Fund (UNICEF), United States Agency for International Development (USAID) and World 

Health Organization (WHO) have been supporting the provision of Primary Health Care Services 

in various ways in the past.  
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The upsurge in population and the demand for better quality of life among residents especially in 

the rural area has created disequilibrium in resource utilization and sustainable development. The 

aim of this study is to assess the effect of location, distant, and utilization of primary health care 

facilities in Isiala-Mbano, Imo State. 

 

To accomplish the aim, the following specific objectives were formulated to guide this study:  

  (i) To determine the relationship between primary health care facilities and the level of 

 utilization. 

 (ii) To evaluate the condition of the road network, services, users’ preferences, facilities on 

 the utilization of primary health care facilities. 

(iii) To examine the implication of findings on the sustainable health sector reform and 

 development in Isiala-Mbano, Imo State. 

Sequel to the stated objectives, it is therefore hypothesized that there is no significant relationship 

between distance and utilization of primary health care facilities in the study area. 

                             

1.1. The Central Place versus Neighbourhood: Contexts and Applications  

The location and distribution of geographic events in space over time scale often vary with distance 

away from the center. The affinity of number, size, types, locations, access, planning, and utilization 

of health care facilities can be explained using central place model as advocated by a German 

geographer, Walter Christaller [11,12]. Amidst of that, the Nearest Neighbour model also offers an 

intuitive analytical toolbox for elucidation of location-distance relations especially when backed by 

geospatial tools of this postmodern era.  

Contextually, the central place represents a health center (business) for the exchange of goods (e.g. 

drugs, injections) and services (e.g. diagnosis, education, dispensary, advising) by people attracted 

from the surrounding communities. It is assumed to be centrally located to maximize access 

and utilization from the nearby patients. Central places compete against each other to serve as 

markets for medical and pharmaceutical goods and services. 

According to Briney [12], Christaller postulated that a center is characterized by an unbound 

isotropic homogenous surface, with evenly distributed population and equidistant settlement/ 

transport cost, evenly distributed resources, distance decay mechanism, consumers having 

similar purchasing power and demand for goods, minimize distance travelled. Each supplier has 

a monopoly over a hinterland, there is only one type of transport equally easy in all directions and 

transport cost is equal to the distance travelled. This theory applies most clearly in regions that are 

neither heavily industrialized nor interrupted by major physical features such as rivers or 

mountain ranges.  

The application of Nearest Neighbour Analysis (NNA) is traced to Clark and Evans [13]. The 

nearest neighbour statistic represents the degree to which an observation departs from a 

predicted random distribution [13,14]. The idea was used to analyze and describe plant 

patterns and distribution of plant species over the surface and later gained wide applications 

geography as emphasized in [15].  

Within the discipline of geography and geographical researches, the application of Nearest 

Neighbour Analysis (NNA) had gained wide popularity in land use, industrial location, and 

analysis of landform/ physical features as demonstrated in [16]. Mayhew [17] noted that NNA 

is the study of settlements in order to discern any irregularity in spacing by comparing the 

actual pattern of settlement with a theoretical random pattern. The linearized (straight line) 
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distance from each settlement to its nearest neighbour is measured and this is divided by the total 

number of settlements to give the observed mean distance between nearest neighbours  

According to Abdulraheem et al. [18] most rural health care facilities in various States in Nigeria 

are in disrepair, with equipment and infrastructure being either absent or obsolete and the referral 

system, almost non-existent. In Imo State, the challenges of poor working conditions, low salaries 

and the corresponding effect of (mass exodus) of health professionals have been reported [8]. 

Many health workers posted to the rural areas prefer to work in the urban (core) health facilities 

due to better infrastructure leading to improved life quality among residents.  

Within the Tshwane, Gauteng Province of South Africa, [19] The result indicated that availability 

of transport, the physical distance of facility, and time taken to reach the facility has influences on 

health care utilization. The study however, found out that in terms of distance, the clinics were 

accessible as most of the participants lived within 5km of such facility in conformity with the 

norms and standards of South African PHCS.  

Similarly, [20] studied intriguing relationships between the conditions of infrastructure and the 

level of socio-economic development of 44 rural communities in Imo State. The results of the 

qualitative and quantitative assessments of data generated through questionnaires and interviews 

revealed that the conditions of infrastructure (health centers, roads, and schools) were mostly poor 

across the three zones in Imo State. Also, significant relationships exist between the conditions of 

infrastructure and the level of development in rural communities in Imo State. 

In Kogi State of Nigeria, [21] examined the effects of distance on the utilization of health care 

services in rural areas. The quantitative analyses using distinct accessibility indices revealed 

unequal access to modern health care facilities in the study area. They concluded that household 

size, distance, and cost of accessing health care services were dominant constraints to adequate 

utilization by clients.  

Agaja [22] studied the distribution of primary health care centers in Ughelli and Warri areas of 

Delta State using cluster and nearest neighbour analyses. The results indicated that health centers 

in Ughelli South were mostly randomly distributed, with traces of fairly clustered pattern in the 

northern axis. On the contrary, the distributive pattern in Warri South showed a clustered pattern. 

He attributed the distributive pattern to poor topography (swampy terrain) of Warri South, 

inadequate funding by the local government authorities and misuse of allocated funds by 

administrative and political leaders in the study area. 

2.0 Materials and Method 

2.1 Location of the Study Area 

Isiala-Mbano is one of the twenty-seven (27) Local Government Areas in Imo State. It is located 

between Longitudes 07º 00' and 07º 22' East of Greenwich Meridian and Latitudes 05º 37' and 05º 

45' North of the Equator (Figure 1). Relatively, it is bounded by Isu and Nwangele Local 

Government Areas on the West, Ehime-Mbano Local Government Area on the East, Onuimo 

Local Government Area on the North, and Ikeduru and Ehime-Mbano Local Government Areas 

on the South. Isiala-Mbano has a land area of about 165.63 km2 and is made up of thirty-eight (38) 

autonomous communities with twenty-five (25) Primary Health Care facilities. It has a projected 

population of 299,308 by 2019 at 3.2 percent annual growth rate by National Population 

Commission and sixteen (16) political wards (2006 Census data indicated in Government 

Gazette) cited in [23]. 
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Figure 1: Locations and Sampled Communities with Health Care Centers in Isiala-Mbano 

   Source: Authors’ Field Work (2021). 

 

2.2 Climate, Geology, and Pedo-geomorphology 

The climate of the Isiala-Mbano lies within the humid tropical (Am) climatic classification. It has 

a mean annual temperature that ranges between 27º C and 30º C. The rainfall varies based on 

season due to alternating wet and dry seasons. The vegetation of the area can be described as 

disturbed secondary or immature forest that represents a spontaneous regeneration of the original 

tropical rain forest cover [24].  

The geology and local geomorphology vary across geographic spaces. The study area is in the 

transitional zone between the Alluvium that extended to Imo Shale dominating places such as 

Okohia, Anara, Achi and Umuezike in the North and the Coastal Plain Sand Deposits of Tertiary 

Times dominating Oka, Ebeme, Amauzo, Ugiri, and Umuokpara in the South. The transitional 

nature of geologic formations gives the soil a red Ferralitic sandy-loam class. The top soil of 60 

cm to 80 cm is characterized by brownish colour with a friable, weak structure and a rapid 

percolation rate. The topography of the study area ranged between 80 and 166 meters above 

average mean sea level. The geomorphology shows an undulating coastal plain dissected by 

gullies, ravines, river valleys. It is drained by Mbaa River and Otamiri River.  
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2.3 Land Use and Vegetation  

In terms of land use, the people of Isiala-Mbano engaged in subsistence farming. Crops cultivated 

are cassava (Manihotspp), maize (Zea Mays), yam (Dischoreaspp), cocoyam (Colocasie 

esculenta), plantain (Musa x paradisiacal), banana (Musa spp), oil palm (Elias guineens), 

breadfruit (Trechulia Africana), oil bean (Pentraclethramacrophylla), pear (Dacroydesedulis) 

among others. Palm Oil extraction is also practiced at the commercial level. Other secondary and 

tertiary economic activities found in the study area are banks, block moulding, weekly markets, 

retail trading, pharmacies, hairdressing salons, food vendors, furniture, public/ civil service, sand/ 

gravel mining.  

3.1 Sample and Sampling Techniques 

The population of the study comprises all adult males and females in the study area. Stratified 

random sampling was carried out in two stages. The first stage was the random selection of 

nineteen (19) communities out of thirty-eight (38) communities that make up the area. Random 

selection of communities was done by writing the community names on pieces of paper and blind 

picking them without replacement.  

A total of nineteen communities were served by seventeen (17) primary health care facilities. The 

second stage was the selection of twenty-five (25) adults from each of the nineteen communities, 

making a total of four hundred and seventy-five (475) respondents. Only a total of four hundred 

and sixty-six (466) questionnaires were returned and used as valid for this study. Random 

selection of respondents was used in selecting the family head and a member from each household 

in the nineteen communities. 

3.2 Data Collection  

 Data for this study were collected through two distinct (primary and secondary) sources. The 

primary data were obtained through structured questionnaires and interviews of health care 

facilities users, and direct personal observations of utilization for a 6-month period. Also, 

geospatial tools (Global Positioning System, remote sensing, and geographic information system) 

were used for the recording of coordinates and capturing images regarding the locations and 

conditions of health care facilities. Secondary data were generated from published and 

unpublished documents as recommended in [24]. 

Locational attributes of primary health care were obtained by acquiring geometric data (Co-

ordinate points) of the PHCFs using a Garmin 12 handheld Global Positioning System (GPS) 

Receiver at their respective communities in Isiala-Mbano in Geodetic format and Nearest 

Neighbour Distances were generated with Arc GIS 9.3 software to estimate straight-line distances 

from their houses to the nearest primary health care facility. 

The geographical coordinates of the seventeen PHCCs obtained were converted to Universal 

Transverse Mercator (UTM) using the Geo-scale software. An area map of the communities in 

Isiala-Mbano was delineated from Nigerian Local Government Area Shapefile (Nigerian LGA 

Data Base Copy Collected from RECTAS) in Geodetic format, reified in Arc GIS 9.3 software, 

and converted to UTM zone 32 N (Figures 1 & 2).  
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3.3 Method of Data Analysis 

The descriptive statistics (percentages, simple bar graph, and scatter plot) were used to 

determine the proportion of utilization, condition of the access road, and distributive 

patterns of primary health care facilities. The Pearson Product -Moment Correlation 

Coefficient (r) and student’s t-test were employed as the surrogate for the determination 

of the significant relationship between distance of primary health care facilities and 

respondents’ utilization at 0.05 confident level.  

Also, the Estimated Euclidean distance from the locations of respondents’ homes to the 

nearest primary health facilities were generated using ArcGIS version 9.3 and the analytical 

toolbox queried to determine the linearized distance of each primary health center/ health post to 

its nearest neighbour in Isiala-Mbano.  

 

4. Results and Discussion  

4.1 Relationship of Distance and Utilization of Primary Health Care Facilities  

In other to establish the relation between distance and client utilization of primary health care 

facilities in Isiala-Mbano, Pearson Product-Moment Correlation Coefficient was used. The 

result gave is very low positive correlation coefficient of 0.042 and statistically 

insignificant at 0.05 confident level.  

 

 

 
Figure 2: Scatter Plot of Correlation between Utilization and Distances (in Km). 

Source: Authors’ Analysis. 

The result was further validated using a student t-test. The computed t-test value gave 0.905 while 

the tabulated value gave 1.960. Since the calculated t-test value is lower than the tabulated value, 

null hypothesis one was accepted. It is thus, affirmed that there is no significant relationship 

between the distance of primary health care facilities and the level of utilization in the study area. 

The result contradicted [19] observation in South Africa that availability of transport, the physical 

distance of facility, and time taken to reach the health facilities had significant influences on 

health care utilization. The pattern of the relationship between distance and utilization is 

depicted in a linearized scatter plot presented in Figure 2.  
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4.2 Types of Primary Health care Facilities  

Using [8,9] recommended standards of the number of wards and population as criteria, this 

study established that Isiala-Mbano has a total of twenty-five (25) Primary Health Care 

Facilities (PHCFs) serving the entire study area. However, the sampled area has three (3) 

health posts, and fourteen (14) health centers were identified. The analysis using graphs and 

percentages revealed that health centers represented by 82.4 percent were more dominant in Isiala-

Mbano than health posts represented by 17.6 percent, as depicted in Figure 3.  

Similarly, the analysis of ratio of population to health center gave 11,972:1, which is a 

clear indication that the population is adequately served by the primary health care 

facilities in the study area. The decision is based on the standard stipulated by the Nigeria 

National Primary Health Care Development Agency [3, 4] which recommended one health facility 

to a population that range between 10,000 to 20,000 people. The Health Posts are usually 

indicated for lower threshold population, the pattern in distribution is graphically depicted in Fig. 3. 

 

 
        

 Figure 3: Health facility type and their relative dominance. 

 

4.3 Spatial Distribution and Nearest Neighbour Assessment of Distance 

The converted coordinate points were reproduced to describe the spatial distribution of the PHCFs 

using the Nearest Neighbour Index (R) is defined by a linearized model. The total nearest 

neighbour distance yielded 23.3036 km, average nearest neighbour distance gave 1.3708 km, the 

number of points (n) generated was 17, the density of points was 0.181, observed mean gave 

1.370, and expected mean gave 1.176. Subsequently, the result obtained was 1.164 which depicted 

a random distribution of the PHCCs in the study area (Figure 4). 

The distance decay has been observed in the way patronage diminishes with distance across the 

product's gravitational field. PHCFs users’ experience of distance summarized in Figure 4 

indicated that 66.5 percent of respondents live within 1km from the nearest PHCF while 33.5 

percent live within the range of 1 to 2.3 km from the nearby primary health care facility. The 

distance is distinct from South African stipulated norms and standards whose participants live 

within 5 km to the primary health center (clinic) as reported in [19].  
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The result of shorter distance suggested that PHCFs could be accessed by trekking or any other 

means of transport used in the locality. Hence, the health care facilities, therefore, generally 

comply with National Primary Health Care Development Agency minimum standards of 

distribution according to Ward Health System as regards distance.  

 

 
Figure 4:  Spatial Distribution of Primary Health Care Centres in Relations with Communities. 

    Source: Authors’ Analysis. 

4.4 The Perception of Road Conditions to the Primary Health Facilities  

The states of the roads often played critical role in clients’ utilization of the facility. Where 

distance is short enough to encourage the use of a facility, transferability might still be hampered 

by a bad road network. The result presented in Table 1 showed that the highest proportion of 72 

percent, representing 337 respondents, have good access road to the health centers in their 

domains. This is followed by 19 percent representing 88 respondents that reportedly have very 

good access road to their primary health centers in their communities.  Furthermore, only 3 

percent (representing 15 respondents) have bad access roads to their health centers, while 6 

percent (26 respondents) reportedly have very bad access road to their health center. The above 

results are clear indications that physical accessibility to HCFs defined by road network in Isiala-

Mbano is generally good. The results contradicted [20] report of the poor state of rural 

infrastructure (such as road) in Imo State. Hence, the differences could be attributed to the area of 

coverage. 

Table1: The Assessment of Access Road to Health Centres. 

Assessment of Access 

Road to HCF 

Frequency Percentage (%) 

Very good 88 19 

Good 337 72 

Bad 15 3 

Very bad 26 6 

Total 466 100 

Source: Authors’ Analysis.  
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4.4 The Utilizations of Primary Health Care Facilities 

The utilization of facilities or healthcare delivery in any health service location can be enabling or 

disabling over a period time due to antecedent encounters, experiences, and histories. Health 

authorities do not just provide facilities; they also grapple with issues of patronage, while creation 

of more awareness to encourage utilization of facilities among rural clients had been envisaged 

[7]. The analysis of peoples’ utilization of primary health care facilities presented in Table 2 

showed that 13 percent (representing 58 of respondents) had attended HCFs two times in the past 

six months, 27 percent representing 127 respondents attended once, 4 percent attended three times, 

3 percent utilized the facility four times. The highest proportion of 53 percent (representing 288 

respondents) had not utilised HCFs in the past six months. This result showed a very low level of 

utilization, thereby collaborating [5,25] attribution of poor utilization to the amalgams of multiple 

geographic and human factors. Hence, the high level of morbidity and poverty in most rural areas 

of Nigeria and Isiala-Mbano amidst insecurity is quite a worrying situation. 

 

Table 2: Frequency of Primary Health Care Facility Utilizations in Isiala-Mbano 

Utilisation of Facility in the 

Last 6 months. 

Frequency Percentage (%) 

4 times 15 3 

3 times 18 4 

2 times 58 13 

Once 127 27 

None 248 53 

Total 466 100 

Source: Authors’ Analysis. 

 
4.5 Clients Behaviours and Responses during Health Emergencies  

The initial behaviours and responses of the clients tend to vary across places with respect to 

utilization of health care facilities in distinct communities. The variations in behaviours towards 

utilization of health care services affects patients healing process and whether a case will ever get 

to HCFs. There is a mix of responses to sicknesses as shown in Table 3. The result revealed that 

54 percent, representing 263 of the respondents engaged in self-medication when they are sick, 

followed by 39 percent, representing 183 respondents first visit the clinic when they are sick, 4 

percent representing 18 respondents preferred traditional herbs first when they are sick and 1 

percent visited faith clinic first, when they are sick. The large followership of self-medication is 

worrisome and calls to question, the present arrangement of HCFs that breed apathy. This shows 

that people visit HCFs as a last resort. 

Table 3: Spectrum of Preference Initial Actions taken by People When Sick. 

Action Taken When Sick Frequency Percentage (%) 

Take traditional herbs 18 4 

Visit the clinic 183 39 

Attend faith clinic 2 1 

Self-medication 263 56 

Total 466 100 

Source: Authors’ Analysis. 
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4.6 Patterns of Utilization of Health Care Services in Isiala-Mbano 

The level of people utilization of primary health care facilities in Isiala-Mbano from 2011 to 

2015 is summarized in Table 4. Results indicated that the Osu health center attracted the highest 

patronage by 912 patients, followed by Okohia with 609 patients, and Umuneke with 556 

patients, while were classified Umunkwo registered a total of 541 patients respectively. Hence, 

the identified four health centers as highly utilized.   

In another perspective, 3 health centers comprising Ogbor, Obollo, and Mbeke health centers 

had registered 536, 503, and 466 patients respectively within the six-month period and is 

classified moderate level of patronage as evidence in Table 4. The remaining 10 health care 

facilities such as Nkomba (with 288 patients), Anara (with 395 patients), Iheme (with 331 

patients), and Umunchi (with 397 patients) recorded level of patronages due to the limited 

number of patients in their health care centers. The health posts comprising Isiebu, Ugirinna, and 

Amaraku with a total number 210, 213, and 235 accordingly, tend to registered low patients in 

their various communities.  

 

 Table 4: The Levels of Utilization of Primary Health Care  

S/N Health Care Facility Average number of Patients  

from 2011 – 2015 

utilization/10,000 

Population 

 HIGHLY UTILIZED   

1 Osu HC 912 35 

2 Okohia HC 619 23 

3 Umunkwo HC 556 21 

4 Umuneke HC 541 21 

 MODERATELY UTILIZED   

1 Mbeke HC 466 18 

2 Obollo HC 503 19 

3 Ogbor HC 536 20 

 LOWLY UTILIZED   

1 Amaraku HC 401 15 

2 Anara HC 395 15 

3 Ibeme HC 331 15 

4 Nkomba HC 288 11 

5 Umudikeofeiyi HC 406 15 

6 Umukaku HC 289 11 

7 Umunchi HC 397 15 

8 Amaraku HP  235 9 

9 Isiebu HP 210 8 

10 Ugirinna HP 213 8 

Source: Author’s Analysis. 

 

 4.7 Conditions of Services and Issues of Utilizations 

The peculiar problems to clients’ optimum utilization of primary health care facilities during 

past consultations in Isiala-Mbano were identified and descriptively analyzed for easy perusal 

and comparison in Table 5. The results showed that the two dominant problems associated with 

utilization of primary health care facilities were lack of essential drugs for patients supported by 
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23 percent (representing 106 respondents) and protracted non-availability of doctor in the health 

centers as supported by 23 percent (representing 105 respondents).  

Furthermore, a total of 17 percent represented by 78 respondents indicated finance as their 

problem to sustainable utilization, 12 percent (54 respondents) identified poor state of the 

facility and 7 percent (33 respondents) reported absent of delivery equipment, while 4 percent 

(20 respondents) identified poor workers attitudes to clients as a hindrance to optimum 

utilization of primary health care facilities in the study area.  

The problems of utilization tend to vary based on the community’s health facility, type of health 

challenges involve, and individual perception of each facility over a period of time. User-

friendliness is always a factor in the patronage of facilities. The public sector is unfortunate, yet, 

to imbibe salutation consumer service character seen in the competitive environment of private 

business. The attitude and work ethic can be poor enough to repel potential users. Ultimately, 

the absence of doctors and viable drugs remained the focal factors that triggered initial users' 

apathy coupled with the high level of poverty among the rural residents in the study area. 

  

Table 5: Problems Encountered in Utilizing Health Care Facilities. 

Problems encountered when utilizing 

the health care facilities. 

Frequency Percentage (%) 

Transportation difficulties 33 7 

Poor workers attitude 20 4 

Delay in services 22 5 

Protracted absent of doctor 105 23 

Absent of delivery equipment 44 9 

Lack of essential drugs 106 23 

Poor state of facility 54 12 

Financial problem 78 17 

Total 466 100 

Source: Authors’ Analysis. 

 

5. Implication of Findings on Sustainable Health Sector Reform and Development  

The results of the Nearest Neighbour Index (R) of 1.164 implied random distribution of 

PHCFs while the estimated Euclidean distances of 66.5 percent of users living 1km and 33.5 

percent living between 1km to 2.3km from nearest PHCFs and with good topography fall within 

the acceptable standard of the World Health Organization. Similarly, the population ratio to the 

health center of 11,972:1 clearly implied that Isiala-Mbano is adequately served by the 

primary health care centers. Hence, distance of primary health care facilities is not a major to 

resident’s utilization in the study area.  

The discourses and findings tend to present a scenario of well-plan and adequately distributed 

primary health care facilities in rural communities of Isiala-Mbano. Yet, optimum utilizations by 

rural residents for sustainable health, enhanced quality of life, and users’ satisfaction during this 

post-modern era, rock by the COVID-19 pandemic are hampered by amalgams of human-induced 

factors such as the nature of personnel, facilities, and finance. 

There is a need for concerted efforts by the Government (Federal, State, and Local), individuals, 

and donor agencies to increase funding, supply modern facilities/ equipment, and employ more 
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specialized personnel in the already strategically located primary health care facilities in Isiala-

Mbano and beyond. Such actions will boost users’ confidence, timely responses during health 

emergencies, boost capacities and redirect the interest of rural residents from unnecessary 

consultations and belief on the traditional healers to government facilities which is more scientific 

and reliable in terms of diagnosis and treatment of sicknesses, thereby averting avoidable death 

caused by ignorance. The observed reform options will facilitate both sustainable utilization and 

development of primary health care facilities in Isiala-Mbano and Imo State in general.    

 

6. Conclusion and Recommendations 

The study established that location, and distance, and physical accessibility are not hindrances to 

the sustainable utilization of primary health care facilities in the study area. Also, the spatial 

dynamic in population distribution to the ratio of health  care facilities within geographic 

space depicts normal pattern but the level of utilization (patronage) among patients in the 

study area were low. The low utilizations were partly relating to factors such as the 

physical conditions, personnel and facilities available for users.    

In consideration of the findings reached at the course of this study, the following 

recommendations are envisaged: 

 (i) Timely supplies of vital drugs, laboratory equipment, and employment of well-trained 

medical personnel (human resources), and enhanced service delivery to promote access, 

utilization, sustainability of health care facilities in Isiala-Mbano.  

(ii) There is a need for the creation of more awareness on the need to avoid self -

medication and over reliance on traditional healers in case of health challenges in the 

study area. 

(iii) There is need boost the socio-economic conditions in the rural communities in Isiala-

Mbano through partnership among donor agencies, stakeholders, and the local government 

authority to invest and empower health and allied sectors in the rural communities.  

It is hope that if the preceding recommendations are strictly adhered to, the issue under-

utilization of facilities will be averted or mitigated, and sustainability in primary health 

sector development promoted in consonance with the sustainable development agenda. 

The recommended actions are very urgent, given the divergence and complex health 

challenges posed by the novel COVID-19 pandemic, monkey, Ebola and other deadly 

diseases ravaging the world population in the 21st century.  
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Abstract 
 

The paucity in application of multivariate analysis of variance (MANOVA) as a model for testing and clarifying 

complex associations and variances among the sets of dependent and independent variables for sound ecosystem and 

engineering policy/ decision-making toward the protection of fragile and endangered hydrological and 

geomorphological units in the future. This study adopted the direct field survey and laboratory techniques. Using 

stratified and systematic sampling methods, eight eco-geomorphological sub-units comprising one first-order stream, 

six fourth-order tributaries, and the estuary were selected. A total of 32 bedload samples were systematically 

collected during the four climatic seasons, digest properly to ensure standard compliance, and analyzed in the 

laboratory. The MANOVA tests of variations, overlapping variances, and homogeneities among the groups of 

parameters gave Pillai’s Trace (2.027), Wilks’ Lambda (24.745), Hotelling’s Trace (6139.576), and Roy's Largest 

Root (40035.113) each significant at 0.00 confidence level. The results implied that variations in eco-geomorphologic 

units and climatic seasons have a significant effect on the dispersal of bedload sediments within the study area. Also, 

the prevalence of flood and erosion hazards in the area has strong affinity with natural forces and anthropocentric 

parasitism, with serious threats to the future of the regional ecosystem. This study recommended: (i) sustainable and 

deliberate promotions of community-driven afforestation programmes with strong supports from the governments and 

donor agencies to facilitate ecosystem services and mitigate the impacts of climate that induced geomorphic hazards 

in the area and, (ii) periodic dredging of silted small rivers and construction of drainages/ roads to regulate surface 

runoff/ discharge from cities to Rivers.    
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1.0 Introduction 

The cardinal icons of earth sciences is the nexus of the atmosphere (climatology), lithosphere 

(geomorphology), hydrosphere (hydrology) and biosphere (bio-geography) which is collectively 

defined as physical geography. Hence, modern physical geographers usually draw their 

philosophies and methodologies from earth science tradition with geomorphology at the center. 

The flexible and complex nature of geographic and earth science phenomena necessitates the 

adoption of modern methods such as field, laboratory and geo-spatial technologies for enhanced 

understanding of the linkages especially at the basin scale. 

The dynamisms in climatic and fluvial processes in the humid Tropics are among the focal 

geographical and earth science phenomena that instigate variations in the circulations of bedload 

sediments across distinct geographic spaces from tributaries of a river to the ultimate base level at 

time scales. The quantity and quality of land denudated and sediments discharge across given eco-

geomorphological units is believed to vary based on climatic season, nature of vegetation, 

geology, soil, land use, and specific geomorphometry [1 - 4]. 

The concept “eco-geomorphology” is an interdisciplinary approach to the study of a river system 

that integrates geomorphology, hydrology, and ecology [5, 6]. It represents the functional fluvio-

geomorphological units with viable interfaces existing among the biotic (e.g. plants, animals, and 

humans) and abiotic (e.g. rainfall, temperature, sediment, river, and landform) components. The 

capability of a river to distribute bedload sediments from the eco-geomorphological units (sub-
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basins) to the estuary is controlled by river discharge, which in turn is a function of climate, 

vegetation, topography, rock properties, soil, geology, basin area, and human [7].  

The hydrologic cycle controls the timing and volume of their delivery from various eco-

geomorphologic units of a River basin to the Ocean. The concept “eco-geomorphology” is an 

interdisciplinary approach to the study of a river system that integrates geomorphology, 

hydrology, and ecology [5, 6]. It also represents the functional interactive unit among biotic (e.g. 

plants, animals, and humans) and abiotic (notably climate, sediment/ soil, and landform) 

components. The complex nature of interactions often varies across ecosystem units and time, 

which necessitates the choice of viable mathematical models that can aid the elucidation of such 

relationships among distinct phenomena in disciplines. 

Contextually, mathematical models are formal equations that can be used to represent the 

relationships among geomorphic parameters, their components, and rates of changes within the 

river ecosystem. Such relationships can range from simple equations to complex software codes or 

by applying many interlinks to determine the explicit outcomes over discrete time scales such as a 

hydrological year or climatic seasons [8]. It can take two broad approaches comprising empirical-

statistical and deductive-deterministic model [9]. 

Although there are many operational procedures involved in quantitative evaluation of fluvial 

landform properties in earth science and geomorphological literature within the past three decades, 

differences tend to exist based on content, context, and researchers’ interest as exhibited in [3, 10, 

11, 12]. Amidst the apparent differences, Richards [13] statements offered intriguing viewpoints, 

thus:  

 “A conceptual image of the landform must be translated into measurable attributes that 

represent the concept satisfactorily, and can be quantified with accuracy, precision, and 

reproducibility. Thus, a rigorous operational definition is essential, and this must 

consider: (a) delimitation of the landform boundary; (b) the quantitative index itself; (c) 

the sampling scheme required to define a representative subset of the relevant 

population; (d) the appropriate and available data sources and methods of 

measurement and; (e) the measurement procedures and practices” [13]. 

The choice of procedures is individual’s (researcher’s) dependent, usually driven by quantitative 

tools that may range from simple (e.g. mean or percentage) to complex model (e.g. factor analysis 

or multivariate analysis of variance). However, it is the viability of underlying philosophy that will 

facilitate the achievement of a given aim and/ or a set of objectives.  Hence, the indomitable fact is 

that Richard’s principles offer very instructive methodological guides in the perspective of 

dynamism in bedload sediments dispersal across eco-geomorphological units of the humid 

Tropical Rivers in Southern Nigeria.    

The spatial characteristics of landforms such as river basin geomorphometry, climate, and land use 

often have influences on the bedload particle accumulations and discharge. Surian [14] found that 

the downstream changes in flow resistance and sediment transportation were closely related to the 

rate of change in sediment size. Also, Di Stefano and Ferro [15] established that fully dispersed 

size was important in certain sediment chemical/ physical properties as well as the processes of 

erosion and sediment transported by overland flow were dependent on the sediment aggregation.  

In Baraolt depression of Olt River, Csiszer and Petrea [16] assessed the connections between the 

tectonics and the geologic structures and how they reflected on landscapes. Cartographic analyses 

revealed the division of the area into depression in hollows, bays, and other basins compartments. 
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Accordingly, understanding of the geographic coverage (basin area demarcation) remained the 

starting point in exploring fluvio-morphology dynamics, while the presence of coal is believed to 

instigated anthropogenic parasitism as depicted on land complexities in the Olt catchment [16].  

Much of the identified studies tend to rely on accurate DEM for the calculation of geomorphic 

metrics (with emphasis on slope and curvature) or extraction of geomorphic features such as 

channels, hill slopes, hilltops [17]. In spite of the efficacies, Fisher and Tate [18] have reported 

sources of errors in DEM, which suggests the need to shift emphasis to laboratory and quantitative 

tools in studying geomorphologic and hydrologic parameters of interest. 

The fluvial systems often play a vital role in land sculpturing and responses of drainage networks, 

adjustment of river, shape, relief, and flow of sediments still form the basis for discussions as 

exemplified in Whipple, DiBiase, and Crosby, [19]. Besides, an understanding of dynamics in 

river processes requires in-depth knowledge of bedload sediment generation and discharge 

because they usually influence channel hydraulics and stability, river quality, and aquatic habitats 

as well as the rivers’ age and utilization. 

Although mathematical model (multivariate analyses of variances (MANOVA)) have attracted the 

attention of researchers in various fields such as mathematics, statistics, economics, business, 

psychology, and education [20, 21, 22], its applications in physical geography and earth science 

explorations are rather eclipsed or scarce [3, 12]. The perceived lacuna constitutes a major source 

of concern, especially when considering the multitude and complex nature of phenomena modern 

physical geographers and allied earth scientists work with to clearly comprehend and elucidate 

their interactions for informed river ecosystem service.  

The cardinal questions agitating the psyches of the scholars in this study are: (i) Do variations in 

eco-geomorphologic units and climatic seasons have a significant influence on the dispersals of 

bedload sediments (sand, silt, clay, organic carbon, and organic matter) in the humid tropical 

Rivers of Southeastern Nigeria? (ii) What are the implications of results on the fluvial and 

ecosystem services in the humid tropical rivers of Southeastern Nigeria? It is against the perceived 

issues that this study is instituted to use MANOVA tests as surrogates for assessing the intriguing 

associations and variations in climatic seasons and eco-geomorphic units on bedload sediments 

dispersals in the humid tropical rivers of Southeastern Nigeria, using the Kwa Iboe River as a case 

study.  

The paucity in the application of viable models in the robust testing of dynamics, associations and 

variances among diverse hydrological and geomorphological parameters in the 21st century have 

necessitated the adoption of mathematical equations as surrogates in evaluating seasonal dynamics 

of bedload sediments dispersal across eco-geomorphologic units and climatic seasons in the humid 

tropical rivers of Southeastern Nigeria. In consideration of the stated aim, the following specific 

objectives were investigated.  

(i). To determine the influence of variations in eco-geomorphologic units and climatic        

 seasons on the dispersals of bedload sediments in the humid tropical Rivers of Nigeria. 

(ii). To develop the viable policy frameworks for the sustainability of River and ecosystem  

 resources in the humid tropical Rivers of the Southeastern Nigeria.     
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2.0 The Study Area 

 

2.1 Geographical Settings   

The Kwa Iboe River eco-geomorphologic unit is located approximately between Latitude 40 20' 

and 5040' North of the Equator and Longitude 70 10¹ and 80 25¹ East of the Greenwich Meridian 

[3]. It covers parts of the humid Tropical rainforest belt covering part of Abia and Akwa Ibom 

States of Southeastern Nigeria, ramified by the mangrove swamp forest occupying parts of the 

continental shelf of the Atlantic Ocean. The populations of the study area are dominated by 

agrarian communities (fishermen, hunters, and farmers) and miners.  

2.2 Climate and Vegetation 

The rainfall and temperature patterns across the study area vary based on climatic seasons. The 

total annual rainfall decreases persistently from the coastal belt of the Atlantic Ocean especially 

Ibeno, Ikot Abasi, Eket, and old Nsit clan toward the interior. The core coastal border of the 

Atlantic Ocean received convectional rainfall annually with no month of dry season with Tropical 

wet climate. It has a mean annual rainfall of 2443.3 mm from 1977 to 2013 while the mean annual 

temperature is 27 0C [3, 23, 24].  

The middle and the upper catchments of the study area recorded 2 to 4 months of dry season 

annually with Köppen’s Am climate [25, 26]. The hydromorphic soils occur over the impervious 

shale and the seasonal waterlogging is frequent especially during the rainy periods, thereby 

providing enable ground for the cultivation of rice, cocoa yam, yam, and allied crops in wetlands 

eco-geomorphology. The study area often recorded four climatic seasons annually (comprising 

two dry and two rainy seasons). The short dry season is associated with the month of August 

(August break) while the long dry season is recorded between the months of December and 

March, while the coldest month recorded during the month of July.  

 

2.3 Pedo-geomorphological Setting 

The soils within the upper part of the study area vary from deeply buried pebbles underlain by 

finer sands to clay sub-surface soils of distinct grains. Around the Umuohia-Ikwano axis of the 

Abia State, some traces of Imo clay-shale of the early Eocene formation with deep porous red soils 

(Ferralsols) tend to dominate the area (Imo State Survey and Urban Planning, 1984). At the 

middle fringe of Ikwano, Isiala, and Obot Akara, the deep porous brown (Ferrallitic) soils are 

dominant (Figure 1). The traces of shale are basically at the divide of Imo and Kwa Iboe Rivers 

offer the soil its shelly grey colour and studded with brown cylindrical to conical structures [3, 

26]. Within the Akwa Ibom axis, over 80 percent of the soils composed of deep porous brown 

soils, collectively called Ferrallitic soils. It is not well mature, hence highly susceptible to varying 

types of upstream erosion and downstream flood [3]. These soils according to Bassey cited in 

Usoro and Akpan [25] are widely distributed across Ikot Ekpene, Ukanafun, Essien Udim, Uyo, 

Abak, Etinan, Nist Ibom, and Nsit Ubium with the exceptions of the floodplain and river channels 

where hydromorphic soils prevail. The lower part of the study area is under the strong influence of 

marine activities such as coastal flood and marine erosion due to the proximity to and influence of 

the Atlantic Ocean as depicted in Figure 1.  
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Figure 1: The Study Area showing Soil formations across Eco-geomorphic Units. 

    Source: Adapted from Umo [3].   
  
3.0 Materials and Methods   

The upsurge in demands for the application of innovative methods especially laboratory and 

computer-aided quantitative tools in physical geography and geomorphology in particular, during 

this 21st century justifies the choice techniques to conform with the globally recommended 

researches and practices discussed in what follow. 

  

3.1 Sampling and Sediments Collection Techniques 

The study area was stratified into eight sub-units using stratified sampling method and each unit 

represents eco-geomorphologic units for the bedload sediments. The units are composed of one 

first-order tributary where the basin originated from, six fourth-order eco-geomorphologic units 

(Anya River, Azuihe River, Awa River, Eteku River, Ubium River, and Stubbs River), and estuary 

where the river enters the Atlantic Ocean (Figure 2).  
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In each eco-geomorphological unit, three core samples were collected along each transect (at the 

left, center, and right side) in an undisturbed manner [3]. The collection was carried out using a 

specially constructed galvanized 8.5 cm by 10 cm diameter sediment corer at a depth of 0 to 15 

cm. The rationale was for easy access and collections of bedload sediment deposits that interact 

with water discharge, as recommended in Umo [3]. The collections were carried out during the 

months of November for early dry season; second set during February for the peak dry season; a 

third set during the month of April for the early rainy season and; fourth set during the month of 

July for the peak rainy season to examine the effects of dynamics in climatic seasons.  Each set of 

bedload sediments collected across eco-geomorphologic units (Figure 2) were stored in a clean 

plastic polythene bag, labelled orderly, and packaged in a cooler before being transported to the 

National Laboratory at Umudike for further treatments and analyses.  

3.2 Sediments Preparation, Analyses, and Classification 

At the laboratory, sedimentation by pipette method was employed as a basis for the eight sediment 

sample analyses. The details of procedures, experiments, methods and standard compliances as 

passionately described in [27, 28], and reiterated in Whalley [29], Gouldie et al. [30] and Umo [3] 

were adopted and strictly followed in the laboratory. The sediment classification followed García-

Gaines and Frankenstein [31] scheme, with the diameter limits (mm): very fine sand (0.05 – 0.10); 

fine sand (0.10 – 0.25); medium sand (0.25 – 0.50); coarse sand (0.50 – 1.00); very coarse sand 

(1.00 – 2.00). The rationales were to facilitate clear physical description of bedload sediment 

characteristics, comparisons of sample size dispersals at distinct eco-geomorphologic units and 

relate the samples to the sedimentological history, and enhance statistical modellings.  

 

3.3 Demarcation of Eco-geomorphological Units and Geomorphometry 

The study is delimited to river tributaries that made up the Kwa Iboe River. It was carried out 

using Shuttle Radar Topography Mission (SRTM) with 30 m resolution. The image (Raster) was 

used for eco-geomorphologic (fluvial) units’ delineation and in the derivation of sub-catchment 

area geomorphometry. The SRTM was complemented with the topographic maps (Afikpo 313 

SW; Ikot Ekpene 322 NE; 322 SW) each produced by Federal Survey Department, Lagos on a 

scale of 1:50,000 to avert the limitation posed by dense vegetation along the wetlands that eclipse 

the river channel in the satellite imagery (Raster). 

The delineation of the study area was carried out using the geospatial methods described in Umo 

[3], while eco-geomorphological units were demarcated using the standard envisaged by Strahler 

[32] and recommended in Umo et al. [2]. The fourth-order sub-basins were selected because 

geomorphologists and allied earth scientists accept medium-sized river basins as well matured for 

catchment studies [11, 33]. The recorded GPS locations/ ground truth information and maps were 

rectified and geo-referenced in a GIS environment with Arc-GIS 10.2 model assigning Universal 

Transverse Mercator (UTM), World Geodetic System (WGS) dating from 1984 as revised in 

2004). A 32 N Zone Projection System with ERDAS Imagine 8.5 and Terrain Analysis System 

were employed as emphasized in Hajam et al [34] and Umo et al [35].  

  

3.4 Data Analyses 

Data generated from distinct sources across the eight (8) eco-geomorphologic units and four 

climatic seasons (Figure 2) were analyzed using MANOVA model (Pillai’s Trace, Wilks’ 

Lambda, Hotelling’s Trace and Roy's Largest Root) tests to explore research question one. A 
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regression model was used to ascertain the proportion of variance explained by the independent 

variables on the linear combination of the dependent variables. One way analysis of variance was 

employed as a surrogate to test for the variances in the mean dispersal among the studied 

parameters in the humid tropical Rivers of Southeastern Nigeria.       

 

 
       Figure 2: Geospatial Delineation of Study Area showing the Sampling Points.  

       Source: Adapted from Umo [3] 

 

4. Discussion 

4.1 Eco-geomorphologic Units, Climatic Seasons and Bedload Sediments’ Dispersals  

In an attempt to address the research question one that states thus: “do variations in eco-

geomorphologic units and climatic seasons have significant influence on the dispersal of bedload 

sediments (sand, silt, clay, organic carbon, and organic matter) in the humid tropical Rivers of 

Southeastern Nigeria? Data generated on bedload sediments across eco-geomorphologic units and 

climatic seasons were analyzed using mathematical models (comprising MANOVA and 

Regression models) as summarized in Tables 1 and 2. 

 

MANOVA is used to determine the influence of variations in eco-geomorphologic units (sampled 

location) and climatic seasons on the linear combination of bedload sediments (sand, silt, clay, 

organic carbon, and organic matter) dispersal, and the results summarized in Table 1. The four 

statistical tests presented in Table 1 are answering the same question, but with different testing 

powers as evidenced in the degrees of freedom. Also, the results are reported both as intercept to 

aid the scaling of the result and sampled location to form the basis for tests of significance as 

recommended in Umo [3]; Olson [20]; Warne [21].  
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The assessment of the influence of the size (homogeneity) among the groups of variables across 

the eco-geomorphologic units and climatic seasons using Pillai’s Trace model yields a value of 

2.016 which is a good representative result because of its proximity to zero. The result of the 

Pillai’s value means that the sum of size effects within the groups’ variance are contributing more 

to the model, but taking decision must be backed-up by testable level of significance [21, 23]. 

Hence, the calculated F value associated with Pillai’s model gave 2.027. The test of significant at 

(0.05)40/120 confidence level gave a Table value of 1.4290. It is therefore inferred from the results 

that variations in eco-geomorphologic units and climatic seasons have significant influence on the 

dispersals of bedload sediments in the humid tropical Rivers of the Southeastern Nigeria.   

 

Similarly, Wilks' Lambda as a tool in MANOVA is used as a surrogate for determining the 

proportion of variance influenced by ego-geomorphologic unit and climatic seasons on the 

combination of the groups of dependent variables in study area. The model result presented in 

Table 1 gives a unique statistical value of 0.000 that shows perfect corroboration of Umo [3] and 

Nath and Pavur [36] observations that a value of zero means that there is no any variance that is 

not explained by the independent variables. The result implies that both groups of variables 

contribute to the model’s stability. Consequently, the test of variances using Wilk’s Lambda 

model yields the calculated F value of 24.745. A test of significant at (0.05)40/89 confidence level 

yields a Table value of 1.4290. The high calculated F value suggested that variations in eco-

geomorphologic units and climatic seasons do have significant influence on the dispersals of 

bedload sediments in the area.   

 

Furthermore, the Hotelling’s Trace that operates with the highest matrix yields a model value of 

13,346.90 and a corresponding F value of 6,139.58. A test of significant at (0.05)40/92 confidence 

level yields a Table value of 1.4290. It is infers from the result of Hotelling model that variations 

in the locations of eco-geomorphologic units and climatic seasons do have significant influence on 

the dispersal of the bedload sediments in the humid Tropical Rivers. The result showed strong 

collaboration with the decision level reached base on the Pillai’s Trace and Wilk’s Lambda tests.  

 

In order to measure the association strength (influence) among the groups of variables, Roy’s 

Largest Root is used. This is because of its focus on the proportion of overlapping variance 

(influence) among the independent factors and the first linear combination of the dependent 

variables. The model result gives a very high value of 13,345.038. The calculated F value yields 

40,035.113. A test of significant at (0.05)8/24 confidence level reveals a Table value of 2.3551. The 

result of the Roy’s largest Root reveals that variations in the locations of eco-geomorphologic 

units and climatic seasons have significant influence on the dispersal of bedload sediments in 

humid Tropical Rivers.  

 

The results supported Akpan [10] observation that multivariate statistical methods often showed a 

valid explanatory power to complex array of data in watershed research. Hence, the statistical tests 

associated with the MANOVA model showed deviation from that of the single response model 

(ANOVA and t-test) results used in Umo and Enwereuzor [23] due to differences in tested 

parameters and statistical methods.    

 

  Table 1: The Multivariate Testsa of Variations among Eco-geomorphologic Units and            

       Climatic Seasons and Bedload Sediment Dispersals  
Effect                    Model Value F dfh   dfe  Sig.     Decision 

Eco-
gemorphologi
c Unit 

Pillai's Trace 2.016      2.027 40 120 .002       Rejected 
Wilks' Lambda .000    24.745 40 89 .000       Rejected 
Hotelling's Trace 13346.905  6139.576 40 92 .000       Rejected 
Roy's Largest Root 13345.038 40035.113 8 24 .000       Rejected 



 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

50-61 

58 

 

a. Design: Intercept + eco-geomorphologic units. b. Exact statistic. c. The statistic is an upper 

bound on F that yields a lower bound on the significance level. Decision Level is 0.05 Confidence. 

 

 4.2 The Proportion of Variations between Parameters in the Humid Tropical Rivers 

In order to establish the proportion of variance attributed to the influence of eco-geomorphologic 

units and climatic seasons on bedload sediment dispersals in the humid tropical Rivers of 

Southeastern Nigeria, MANOVA is used. The results summarized in Table 2 revealed widespread 

disparities. The sums of squares associated with each model indicated that sand is 283,607.500, 

silt is 188.318, clay is 491.010, organic matter shows 11.398, and organic carbon yields 4.219 

accordingly. Also, the mean squares associated with the model vary with a value of 35,450.937 for 

sand, 23.450 for silt, 61.376 for clay, 1.425 for organic matter, and 0.527 for organic carbon.  The 

calculated F values for the proportion of variation between eco-geomorphologic units and each 

parameter revealed that sand possessed a value of 3898.921. The silt exhibited a value of 6.403, 

clay gave a value of 12.075, organic matter yielded a value of 3.481, and organic carbon yields 

19.283. The test of significant variations between parameters at (0.05)8/24 confidence level reveals 

a Table value of 2.3551 that is less than the calculated F values presented in Table 2. The results 

indicate that variations in eco-geomorphologic units have a significant influence on bedload 

sediments dispersed within the humid tropical Rivers of Southeastern Nigeria. The results showed 

a strong affinity with the initial report by Umo and Enwereuzor [12] of southeastern Nigeria, 

though differences existed in terms of content, geology geographic coverage, and pedo-

geomorphology. Discounting the MANOVA results, a linear regression model was used as a 

surrogate to determine the proportion of influence accounted for by variation in eco-

geomorphologic units on a linear combination of each bedload sediment dispersal in eco-

geomorphologic units.  The result of the adjusted R square presented in Table 1 showed that sand 

attracted a very high positive regression coefficient of 0.999 that explained 99.9 percent of the 

proportion of variance. The organic carbon has a coefficient of 0.865 that explained 86.5 percent 

of the effect of variance. Clay particle possessed 0.801 representing 80.1 percent of the variance, 

silt yields a coefficient of 0.681 that accounted for 68.1 percent of the variance, and organic matter 

gives 0.537 that explains 53.7 percent of the variance in the series. The revealed patterns in the 

results using MANOVA are rather contradictory to Umo and Enwereuzor [12] whose emphasis 

was placed on ANOVA and t-test models as surrogate for quantifying the pedo-geomorphologic 

attributes of Rivers in Southeastern Nigeria. The contradiction could probably be attributed to the 

differences in methods and sampled attributes. Also, the high regression coefficients and the 

corresponding high proportion of variances explained in this context strongly corroborated the 

pattern of interrelation and variations exhibited in Table 1.  

  Table 2: The tests of Effects of Variations Between-Bedload Sediments and. Eco-              

geomorphologic Units 
Source Variable Type III Sum 

of Squares 
df Mean 

Square 
F Sig.      R 

Squared 
Adjusted           

R Squared 

Model Sand 283607.500a 8 35450.937 3898.921 .000 .999 .998 
Silt 188.318b 8 23.540 6.403 .000 .681 .575 

Clay 491.010c 8 61.376 12.075 .000 .801 .735 
O_M 11.398d 8 1.425 3.481 .008 .537 .383 
TOC 4.219e 8 .527 19.283 .000 .865 .820 

Error Sand 218.220 24 9.093     
Silt 88.233 24 3.676     

Clay 121.990 24 5.083     
O_M 9.823 24 .409     
TOC .656 24 .027     

   Source: Author’s Fieldwork (2017 -2018). 
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The error term in the multivariate presented in Table 2 represents the residual of unexplained 

variance “noise”. The errors associated with the sum of squares vary from one bedload sediments 

to the other across the eco-geomorphologic units. For instance, sand constitutes the highest value 

of 218.220, followed by clay with 121.990. Silt attracts 88.233 and organic matter is associated 

with an error margin of 9.823 while the lowest error margin of 0.656 is associated with total 

organic carbon. The variations in each error margin exhibit a very strong and direct link with the 

computed values for the sums of squares. However, a similar trend of error in dispersal is recorded 

for the mean squares summarized in Table 2. 

  

5. Policy Implications on River and Ecosystem Sustainability 

The ecosystem restoration and sustainability has been largely the purview of biologists and 

engineers in the 19th and early 20th centuries. However, physical geographers (geomorphologist, 

climatologist, hydrologist, and bio-geographer) are now assuming the central position for any 

effort to successfully restore river and allied ecosystem to more natural arrangements, especially, 

when the focus is on the non-structural domain [37]. The highlights partly justifies why physical 

geographical researches, ideologies, and expertise applications in this post-modern century 

emphasize more on the eco-geomorphological system services for the sustainability of the Earth’s 

environment. 

The dynamics in the dispersal, quantities, and qualities of bedload sediments, landforms and allied 

fluvial resources within the humid tropical belt of the Southeastern Nigeria had persistently been 

subjected to despoliation in different eco-geomorphologic units [3, 4, 25, 38], due to exploitative 

excesses emanating from population growth, urbanization, and climate change impacts. The 

exploitative excesses from anthropogenic agents have further triggered threats to exotic, yet 

endangered ecosystem species (in rivers, land, and forests) that humans are supposed to protect, 

rehabilitate, conserve, and own for posterity.    

The tests of variations, overlapping variances, and homogeneities of the groups of parameters 

using mathematical models sustain that variations in eco-geomorphologic units and climatic 

seasons have a significant influence on the dispersals of bedload sediments in the humid tropical 

Rivers. A test of the linear combination of each group of dependent variables using weighted 

models revealed that variations in eco-geomorphologic units have significant influence on the 

mean dispersal of bedload sediments in the humid tropical Rivers of Southeastern Nigeria. 

The implication is that persistent increase in the dispersal rate of bedload sediments especially 

during the early and peak rainy seasons suggest the possibilities of siltation, sedimentation, and 

drying up of small (1st, 2nd and 3rd) order river ecologies. The increase was accelerated by the 

impact of climate variability and the poor or absence of appropriate ecosystem services by 

resource users in the area. Further losses in fluvio-hydrological and biospheric resources imply the 

risk of continuous rise in global temperature. It will also result in the rising incidences of 

geomorphological and geo-physical hazards such as storms, floods, erosion, mass wasting, and 

sediment yield which Southeastern Nigeria had protracted histories.  

6. Concluding Remarks and Recommendations 

There is a sustained dynamics (variabilities) between and among climatic seasons and bedload 

sediment dispersals across eco-geomorphologic units in the humid tropical Rivers of Nigeria. The 
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patterns of dynamics in the characteristics of bedload sediment dispersals constitute more risk to 

sustainability of ecosystem (hydrospheric, biospheric, lithospheric and atmospheric resources) in 

the study area, if urgent steps are not taken through partnership between governments, donor 

agencies and the affected communities to enforce the existing Laws for the protection of landscape 

and ecosystem species in this 21st century. 

It is clear from the preceding discourses that a sustain and deliberate promotions of community-

driven afforestation programmes with adequate funding from the government and donor agencies 

will facilitate ecosystem services and mitigate geomorphic hazards such as erosion, flood, 

sediment yield, and mass wasting that are prevalence in most eco-geomorphologic units at the 

upper and middle streams of the study area.  

The poor states of infrastructure especially roads and drainages necessitate proactive actions. For 

instances, timely dredging of the already silted small (e.g. 1st, 2nd, and 3rd order) river channels and 

beds will be very helpful in averting siltation and drying up of endangered sub-catchments. Also, 

construction of standard drainages will be very helpful in reducing sediment yields and regulating 

surface runoff and discharge from the cities and town into Rivers will boost the sustainability of 

the river resources for posterity.    
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Abstract 

The specimens from both steels were machined into tensile specimens but not notched while others were notched. Some 

of the notched tensile specimens were then fractured to obtain three different strain levels. Based on these strain levels 

obtained, the notched specimens were prestrained. Some of the specimens were immersed in liquid nitrogen at -196oC 

and then fractured by impact. The fracture surfaces were examined using scanning electron microscope. Some of the 

specimens were stress relieved to remove virtually all the residual stress present, leaving just cavities. The remaining 

specimens were not stress relieved, leaving both the residual stress and cavities. The specimens, were then immersed in 

seawater for 90 days and corrosion effect were measured using weight loss method. At the end of 90 days exposure, 

specimens with only cavity, had a corrosion rate of 17.69, 46.38 and 50.72 mg/cm2/yr for the low alloy steel, at three 

different prestrained levels respectively. For the 0.32%C steel, it was 15.66, 41.09 and 44.42 mg/cm2/yr. Though the 

specimens with cavities and residual stress were found to have higher corrosion rate, with a corrosion rate of 21.25, 

48.05, 57.51mg/cm2/yr and 16.43, 42.86, 50.75 mg/cm2/yr for the 0.17%C low alloy and 0.32%C steel respectively, the 

cavities were found to contribute more to the high corrosion rate. 

Keywords: 

Prestrained, Stress Relieve, Cavities, Residual Stress. 
 

 

 

 

1. Introduction 

Generally, corrosion in seawater involves two reactions: 

 

    Fe     Fe2+ + 2e-                   (Anodic Reaction)                    (1) 

    O2 + 2H2O + 4e-        4OH- (Cathodic Reaction)                 (2) 

 

The surface of iron develops oxide layers that strongly limits the rate of the anodic reaction and 

prevents further attack by the chloride ions [1-4]. [1] reported that about nine different oxide phases 

develop on the surfaces of iron and steel. Passivity breakdown however can occur when the 

concentration of the chloride ions from seawater exceeds the threshold value [5,2,6]. In this case, 

the steel is said to undergo active dissolution which result in a large increase in the rate of oxidation 

of iron.     

It is widely known that carbon steel undergoes uniform corrosion. If carbon steel experiences 

uniform corrosion, which is a surface phenomenon, how then can cavities created within these steels 

cause increased corrosion in seawater? If indeed cavities cause increased uniform corrosion in 

seawater, what could possibly be the mechanism behind this? Very little has been done on this area. 

Walsh and Sagues, [7] who studied steel corrosion in Submerged Concrete Structures in marine 

environments, provide an interesting line of reasoning into a possible explanation of how this could 

happen. They examined a small part of the steel surface in a submerged zone and discovered that 

the portion of the steel examined had experienced severe corrosion. They proposed two reasons for 

this. First the part of the steel that had low corrosion rate must have been in the active condition, but 
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corroding slowly or secondly, the steel part was in a passive condition, though having a high chloride 

content on its surface. 

To accept the first proposition, that the submerged steel was corroding differently, where no 

protective film is present, despite being in the active condition, they proposed a scenario where the 

corroding portions are probably with local concrete deficiencies, such as cracks and these cracks 

somehow allows quick removal of iron ions from the corroding area, thus enhancing the anodic 

reaction rate when compared to that of the rest of the steel. They argued that in order to balance the 

removal of positive metal ions at the anodic region and stabilize the local corrosion pattern, there 

will be more chloride ion accumulation in these regions, resulting in local Ph depression by 

associated hydrolysis. This process was believed to have strongly increased the anodic reaction rate 

over the other active regions. 

To accept the second preposition that the steel which did not show high corrosion rate was in a 

passive state, the concept of chlorine threshold dependence on local potential was used to provide a 

possible explanation. It was explained that the anodic reaction occurred at a very slow rate which is 

usually associated with anodic passive dissolution, until significant chloride builds up at the steel to 

cause damage. As time goes on, chloride buildup at one spot on the steel, resulting in the chloride 

threshold to be exceeded there. The localized corrosion was found to be as a result of local concrete 

deficiency, a slightly faster transportation of local chloride, a greater surface chloride at the surface 

of the concrete near a given spot, and a lower local threshold as a result of variability in the steel-

concrete interface. The corrosion rate at the spot dramatically increases over the normal passive 

dissolution rate and the chloride penetration from the outside and its consequent buildup at the 

surface of the steel increases. 

This line of reasoning by Walsh and Sagues, (2016), (7) agrees with the basic fact that the deposition 

of salt particles on the surface of a metal accelerates corrosion [7]. Researches also show that a high 

Cl- concentration in the aqueous adlayer on the metal and high moisture retention in determined 

areas of the rust usually give rise to the formation of ferrous chloride (FeCl2), which is said to 

hydrolyze water. 

                                       FeCl2 + H2O           FeO +2HCl                                                  (3) 

When this happens, the acidity of the electrolyte increases and the cathode reaction of hydrogen 

evolution becomes important and accelerates the corrosion process. The anolyte on the surface of 

the steel and in the pits formed becomes saturated with FeCl2 solution, which is highly acidic.  The 

metallic cations and hydrogen ions are neutralized by the entry of Cl- ions, leading to an increase in 

the Cl- concentration, thus intensifying the dissolution of the metal. This results in further entry of 

more Cl- ions. This attack mechanism is enhanced by the corrosion products produced and is 

sometimes referred to as an autocatalytic process [ 9].  

Studies have shown that plastic deformation forms heterogenous dislocation structures such as pile 

ups, patches, walls and cells. These dislocations are said to affect the dissolution process. [10-12] 

Several factors have been said to influence the corrosion rate of plastically deformed steels [13]. 

One factor is that plastic deformation is said to produce active sites of low activation energy which 

enhances anodic dissolution [11,14,12]. These active sites are produced by slip steps, where 

dislocations slip out to the surface of the specimens or the stress concentration which are induced 

by dislocation, pile-ups beneath the specimen surface [15] Another factor is that the active sites may 

be related to areas with high dislocation densities. The number of active sites normally increases 

with increased deformation as a result of higher dislocation density [11,13,12] 

The effect of varied plastic straining of different materials on corrosion has been extensively studied. 

[16-19,20] To the best of my knowledge very little has been done on the effect, plastic strain induced 

cavities (devoid of the effect of work hardening and residual stress) would have on medium carbon 

steel (0.32%C) and low alloy steel (0.17%C) in seawater 

 Most of these researchers observed that plastic deformation resulted in increased corrosion rate. 

The corrosion rate was found to increase with increasing deformation or work hardening. They 

attributed this to the fact that plastic deformation causes increased activity of dislocations at the steel 
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surface. This acts as sites for anodic dissolution as a result of the lower bending energies of atoms 

at these points. Most of the authors however worked on different steel materials in varied 

environment. Only a few worked on carbon steel and in seawater. This work is therefore focused on 

the effect of cavities on carbon steel 

El Alami et al. [19] studied how hydrogen influences plastic strain in nickel electrodes immersed in 

1M H2SO4. They established a direct relationship between defects associated with dislocations at 

the surface of the nickel electrodes in terms of the distribution of the defects and density, to the 

adsorption of hydrogen. Xu and Cheng. [20] worked on the effect of plastic strain on corrosion of 

X100 pipeline steel. They discovered that applied strain accelerated the corrosion rate of the steel. 

They also observed that while both cathodic and anodic reactions increased with prestrain, the 

anodic reaction was found to be more influenced by the prestrain levels. Harwood [16] discovered 

that there was an increase in the rate of attack of dilute sulfuric acid on iron with increased strain, 

although he found no appreciable difference in the rate of corrosion in seawater between strained 

and unstrained. He explained that corrosion rate in aerated salt solution is largely controlled by the 

rate of oxygen supply and therefore there should be no reason why strained iron should have a better 

supply of oxygen. The author did not explain the reason for this in detail, it could however be as a 

result of the corrosion products generated on the metal surface. It has been explained that the 

corrosion products generated slows down supply of the cathode polarizer (oxygen soluble in 

seawater) to the metal surface, which eventually leads to slower rate of metal dissolution [1,21] The 

author (Harwood, 1950), however probably failed to take into account, the actual mechanism of 

corrosion in seawater, as explained earlier. Greene and Saltzman,[17] studied the effect of plastic 

deformation on carbon steel in 1M sulphuric acid and 0.1M hydrochloric acid. Mazza et al., [18] 

also studied the corrosion behaviour and the structure of metallic materials that are subjected to cold 

plastic deformation in 1M solution of sulphuric acid.  They worked on carbon steel and austenitic 

stainless steel and nickel and concluded that the degree of work hardening in the carbon steel studied 

resulted in an enhanced anodic behavior of the material in the active region as against, the other 

materials considered.  No explanation was however given for this. It could however be as a result 

of the low corrosion resistant property of carbon steel. 

2. Materials and Method 

2.1 Materials 

A 20mm diameter rod was used for this research. The 0.32%C steel and 0.17%C low alloy steel 

were gotten from Universal Steel Company, Lagos. The chemical composition was done by using 

spark spectrometer metal analyser (NCS labspark 750B) at the quality control laboratory of 

universal steel company. The data obtained from the medium carbon steel and low alloy steel are 

shown in Table 1. The natural seawater was obtained from Escravos, Delta State, Nigeria. The 

source of the seawater was from the Gulf of Guinea, Coast of the Atlantic Ocean. The analysis of 

the composition of the seawater was done in Chemistry Department, University of Benin. The 

result of the analysis is shown in Table 2. 

 

Table 1:      Chemical Composition of the Investigated Steel 

Elements C Si Mn P S Cr Mo Ni 

Low Alloy Steel 

(Wt %) 

0.1728 0.3016 1.2089 0.0352 0.0334 0.2559 <0.0100 0.1218 

Medium Carbon 

Steel (Wt %) 

0.322 0.2720 0.9490 0.0500 0.0640 0.112 0.0001 0.131 



 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

62-71 

65 

 

Elements Al Cu Ti V Nb W Co B 

Low Alloy Steel 

(Wt. %) 

<0.0100 0.2560 <0.0100 <0.0100 <0.0150 <0.0500 <0.0200 0.0047 

Medium Carbon 

Steel (Wt %) 

0.0010 0.340 0.0001 0.0001 0.0001 0.0001   

Elements Sn As Pb Fe     

Low Alloy Steel 

(Wt %) 

<0.0100 <0.0100 <0.0200 97.5604     

 

 

Table 2: Seawater Composition 

S/NO PARAMETERS RESULT 

1 pH at 27.7oC 7.38 

2 Dissolved Oxygen (mg/l) at 27.5oC 8.00 

3 Salinity in Chloride form (mg/l) 7102.5 

4 Sulphate (mg/l) 2524.0 

5 Sodium (mg/l) 6.91 

 

2.2. Tensile Test Specimens 

The tensile test is a standard test, which was done at room temperature at a constant speed.  An 

average value of four readings was taken for more accuracy.  
The specimens were machined into tensile test specimens in accordance with the American society 

for Testing and Materials Specifications. (ASTM A370, 2014) The tensile specimen’s geometry and 

dimensions are shown in Figure 1. 

 

  
 
 

 

Figure 1: ASTM A370 – 14 Tensile Sample 
 Where A = Length of reduced section. (100mm) 
  D = Diameter of guage length. (12.5mm) 
  G = Guage length. (50mm) 
             R = Radius of fillet. (2mm) 
2.3. Notched Tensile Specimens. 

To localize damage, circumferential v-notched round bar tensile specimens were tested. In notched 

tensile specimens, the load is concentrated in the core of the notch. When load is applied, the 

unstressed mass of the material tends to resist the deformation of the central core. This produces 

radial and tranverse stresses and a triaxial state of stress in the notch region, leading to stable cavity 

formation at the particle-matrix interface [22]. Notched bars are able to reach high deformation 

levels, such that the hardening behaviour can be obtained over a wide range of plastic strain. The 
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ability to achieve this serve as an advantage over the use of smooth tensile bars which need to be 

analyzed beyond necking in order to achieve high level of deformation [23]. 
A circumferential V- notch of angle 60o was machined to a depth of 1.5mm at the centre of some of 

the specimens. The notch radius was as small as possible (0.075mm). The machining of the V- notch 

on the specimens were achieved by using a programmable lathe machine. 

 

 

Figure 2: A picture of the notched specimen used for this research 

 

2.4. Smooth Tensile Specimens 

To fully observe the effect of discontinuities like notching on the specimens, circumferential V-

notch was not machined on some of the samples. 
2.5. Prestraining 

To observe the effect of prior plastic strain on the specimens, the notched specimens were 

prestrained to three different prestrain levels. To achieve this prestrain values, some notched 

specimens were fractured to failure. Strain guages were attached to the surface of tested specimens 

and connected to a strain meter to check the actual strain levels before fracture.   

 

2.6. Fracturing with Liquid Nitrogen 

In order to fully characterize the damage done on the prestrained specimens, some specimens 

prestrained at the various strain levels, were immersed in liquid nitrogen at -196oC and thereafter 

fractured in a bench vice. 

 

2.7. Re-Machining the Tensile Specimens 

After prestraining, the essence of introducing the circumferential V-notch have been achieved. At 

this stage of the experiment the reduced section of the notched tensile specimens was re-machined 

to remove the notch to about 1.5mm. For uniformity and better comparison, the reduced section of 

the smooth tensile specimens was also re-machined to a depth of 1.5mm 

 

2.8. Stress-Relieving 

Some of the specimens were stress relieved in the furnace at 550oC and held for about 1 hour 30 

minutes before cooling in air. During the process of inducing strain in the material to cause cavities, 

a lot of stresses build up in the specimens.  The essence of stress relieving some of   the specimens 

is to compare the effect of plastic strain on some specimens to those whose residual stress has been 

significantly reduced. Researches shows that stress relieving   carbon steels and alloy steel between 

550o- 650o for about 1 to 2 hours provides virtually complete stress relief. The process removes 

more than 90% of the internal stresses [24-25]. 

  

 

 



 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

62-71 

67 

 

2.9. Determination of Corrosion Penetration Rate 

Corrosion penetration rate is the rate at which a material is removed as a result of chemical action. 

The corrosion penetration rate was done by using the weight loss method. This method is widely 

used because of its simplicity and reliability. It is said to be the most preferred method of all the 

corrosion measurment procedures.  [26,27]   
The specimens were weighed using a digital chemical weighing balance before they were exposed 

to the seawater medium. Some specimens were fractured before exposing them to seawater 

environment to determine the yield strength, ultimate tensile strength and fracture strength. On each 

monitoring day, some specimens were retrieved, washed thoroughly with distilled water, rinsed in 

acetone and dried. Some were then weighed and fractured to obtain their yield point, tensile strength, 

fracture strength, percentage elongation and percentage reduction in area. The corrosion rate was 

evaluated by using Equation 4 (28,29) The total duration for exposure was 90 days, while the 

specimens were removed and examined at every 15 days interval.  

          CPR =
W

At
                                                                                                                (4) 

Where W = Wi –Wf 
                  W = Weight Loss 
                 WI =Initial Weight  
            Wf = Final Weight on each monitoring day 
 t = Exposure time in days converted to year 
            A = Total surface area of sample (cm2) 
 A = 2пr(r+L) because the samples are cylindrical in shape 
Where  
 r = Radius of sample (cm)  L = Length of samples (cm) 

3. Results and Discussion 

Figures 4 and 5 show that the corrosion rate of specimens with cavities and residual stress is greater 

than the ones with just cavities. This is possible because, plastic strain produces many active sites 

by slip steps, where the dislocation slips at the surface of the specimens or stresses induced by the 

dislocation pile up beneath the specimen surface [15, 11, 14, 12] These active sites present at the 

surface and beneath the surface of the specimens are possible sites for anodic dissolution.  After the 

first initial increase in the corrosion rate, the rate of increase decreases and as the chloride threshold 

is exceeded, more chloride ion is penetrated through the dislocation slips at the surface and into the 

cavities present. This led to more corrosion rate as against the specimens with just cavities, since all 

the effect of residual stress have been removed by stress relieving. 

 

                                           

    Figure 3:  Frequency of Cavity Size Distribution of the Investigated Steels 
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Figure 4: Comparative corrosion rates of 0.17% low alloy steel. [a]. Stress and Non-Stress relieved 

Unprestrained Specimens, Specimens with Cavities and Specimens with Cavities and Residual 

Stress. Prestrain 1-0.3. [b]. Stress and Non-Stress Relieved Unprestrained Specimens, Specimens 

with Cavities and Specimens with Cavities and Residual Stress. Prestrain 2-0.4. [c]. Stress and Non-

Stress Relieved Unprestrained Specimens, Specimens with Cavities and Specimens with Cavities 

and Residual Stress. Prestrain 3-0.45 

The result also shows that corrosion rate in the specimens induced with cavities is greater than the 

smooth specimens. Two possible explanations can be given as to why the rate of corrosion is 

possibly greater for prestrained steels. First, the high Cl- concentration in the aqueous adlayer on the 

metal and high retention of moisture in deteriorated areas of the rust gave rise to the formation of 

ferrous chloride which hydrolysis the water, thus raising the acidity (Ph depression) of the 

electrolyte, (Seawater). Some of the hydrogen evolved during this process are possibly adsorbed by 

the metal, concentrating at the cavity spot that are spread all over the steel, leading to more corrosion 

loss. Secondly, since metallic cations and hydrogen ions require neutralization, this task is achieved 

by the entry of Cl- ions, which then leads to an increase in the Cl- concentration, thus intensifying 

metal dissolution, which gives rise to further entry of more Cl- ions. It is possible that a lower 

localised chloride threshold is achieved as a result of the variability of spots with cavities and spots 

without cavities within the steel. There could be more injection of positive metal ions at the anodic 

spots with cavities, which in turn results in more chloride ion accumulating at these spots, 

penetrating from the outside, thus reducing the chloride threshold. As this phenomenon is repeated 

from one cavity spot to another, it leads to an overall uniform corrosion. These observations align 

with Walsh et al, [7], though they investigated on the reason why some regions in steel in submerged 

concrete structures in seawater corrode faster than some. These findings, however disagrees with 

Harwood, [16] who reported that corrosion in seawater between strained and unstrained samples is 



 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

62-71 

69 

 

largely controlled by oxygen supply and therefore there could be no possible reason why strained 

specimens should have better supply of oxygen, since corrosion products generated slows down the 

supply of oxygen soluble in seawater. 
 

            
       [a].    

 
             [b].  

 

 
     [c] 

 
 

Figure 5: Comparative corrosion rates of 0.32% low alloy steel. [a]. Stress and Non-Stress Relieved 

Unprestrained Specimens, Specimens with Cavities and Specimens with Cavities and Residual 

Stress. Prestrain 1-0.3. [b]. Stress and Non-Stress Relieved Unpresrained Specimens, Specimens 

with Cavities and Specimens with Cavities and Residual Stress. Prestrain 2-0.4. [c]. Stress and Non-

Stress Relieved Unprestrained Specimens, Specimens with Cavities and Specimens with Cavities 

and Residual Stress. Prestrain 3-0.45 

 

The shape of the curves for both steel shows that corrosion increases at first and then decreases. The 

reason for this could be as a result of the iron oxide layer deposited on the surface layer of the 

specimens, until the chloride threshold value at a point in time on the surface is exceeded, leading 

to breakdown of the plastic film at that point [5,2,1].  

 

4. Conclusion 

In this paper, the effect of cavities on 0.32%C and 0.17%C was examined. Cavities was found to    

have a detrimental effect on the corrosion of the investigated steels in seawater. It resulted in an       

overall increase in corrosion rate. Though the specimens with cavities and residual stress were             
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found to have a higher corrosion rate, the cavities contributed more to the higher corrosion rate           

than the residual stress. Corrosion rate was found to be higher in low alloy steel than in the                   

medium carbon steel 

 

Nomenclature 

 
LP1 Low alloy steel samples prestrained at 0.3 

LP2 Low alloy steel samples prestrained at 0.4 

LP3 Low alloy steel samples prestrained at 0.45 

MP1 Medium carbon steel samples prestrained at 0.3 

MP2 Medium carbon steel samples prestrained at 0.4 

MP3 Medium carbon steel samples prestrained at 0.45 

LSRS Stress relieved low alloy steel samples not notched and 

prestrained 

LSRP1 Stress relieved low alloy steel samples prestrained at 0.3 

LSRP2 Stress relieved low alloy steel samples prestrained at 0.4 

LSRP3 Stress relieved low alloy steel samples prestrained at 0.5 

LNSR Non-Stress relieved low alloy steel samples not prestrained   

LNSRP1 Non-Stress relieved low alloy steel samples prestrained at 

0.3 

LNSRP2 Non-Stress relieved low alloy steel samples prestrained at 

0.4 

LNSRP3 Non-Stress relieved low alloy steel samples prestrained at 

0.45 

MSRS Stress relieved medium carbon steel samples not notched and 

prestrained 

MSRP1 Stress relieved medium carbon steel samples prestrained at 

0.3 

MSRP2 Stress relieved medium carbon steel samples prestrained at 

0.4 

MSRP3 Stress relieved medium carbon steel samples prestrained at 

0.45 

MNSR Non-Stress relieved medium carbon steel samples not 

notched and prestrained  

MNSRP1 Non-Stress relieved medium carbon steel samples 

prestrained at 0.3 

MNSRP2 Non-Stress relieved medium carbon steel samples 

prestrained at 0.4 

MNSRP3 Non-Stress relieved medium carbon steel samples 

prestrained at 0.45 
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Abstract 
Castor bean plant (Ricinus Communis L.) is one of the oldest cultivated crops, but at present the oil produced from the 

seed represents only 0.15% of the vegetable oil produced in the world. Castor seed is an industrial oilseed crop 

belonging to the Euphorbiaceae family, widespread in the tropical region as a spontaneous plant, having its main 

cultivated area in India, China, and Brazil. As a crop, the main advantage of castor is its tolerance to drought stress 

and adaptation to several growing conditions. As an industrial product, castor oil composition is different in many 

respects from any other oil because it consists largely (up to 90%) of the unusual ricinoleic fatty acid. This review was 

conducted to provide a collation of the most relevant historic research information published by global community of 

researchers and define the remarkable future potential of castor seed oil. This article was also prepared to give a 

general overview of the industrial and domestic importance of castor seed oil to the world at large. The topics 

discussed in this review include: (i) Applications of castor seed oil in various field of study; (ii) phytochemical studies 

on Castor bean; (iii) Pharmacological studies on Castor bean; (iv) Evaluation of previous research; (v) Nature of 

existing research; (vi) Merit of previous studies; (vii) Potential and challenges of castor seed oil production. It is the 

belief of the author that this review will serve as a baseline for researchers who intend to venture into castor seed oil 

production. 
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1. Introduction 

Varied opinions are held regarding the exact land of origin of the castor plant. Some 

pundits view that though castor is cultivated throughout India, yet it is indigenous to Africa. 

Castor is native to India by some persons. They hold this view mainly on the basis of knowledge 

of the medicinal uses of this plant as found in Sanskrit literature. Some toured to India and found 

some evidence only at the foot of Himalayas to show that castor is a native of India. They 

therefore believe that it may have originated in India as well as in Africa and widely grown 

elsewhere as an ornamental plant. The castor bean plant (Ricinus Communis L.) has been 

cultivated for centuries for the oil produced by its seeds. The Egyptians burned castor oil in their 

lamps more than 4,000 years ago. The plant is a member of the spurge family, Euphorbiaceae. The 

seeds with hulls removed contain 35 to 55% oil. The seeds, leaves, and stems of the plant contain 

ricin and ricinine, which are poisonous to humans and animals. Eating a castor bean causes nausea 

and eating several may cause death. These toxic compounds are not present in the oil. Castor may 

be large perennials often developing into small trees, others behave as short-lived dwarf annuals 

and every gradation between these extremes can be found. The tree and short-internodes types are 

commonly referred to as giant and dwarf castor types respectively. However, castor grows at an 

amazingly fast rate, if they are situated in full sun and provided with ample fertilizer and water. 

Seedlings emerge 7 to 21 days after planting. Castor seed is the source of castor oil, which has a 

wide variety of uses. The oil has been used by the military in aircraft lubricants, hydraulic fluids, 

and in the manufacture of explosives. It has also been used in the synthesis of soaps, linoleum, 

printer’s ink, nylon, varnishes, enamels paint, and electrical insulations [1, 2, 3, and 4]. Textile 

scientists have used sulphonated castor oil in the dyeing and finishing of fabrics and leather. The 

most infamous application of castor oil may have been as a purgative popular for the treatment or 

prevention of many ailments in the first half of the twentieth century. Castor oil is fast becoming 

one of the most sought after plant oils, owing to its rich properties and variety of end-uses. With 

http://www.nipesjournals.org.ng/
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biopolymer and bio-fuels industries picking up a lot of steam in the last couple of years, the 

potential for castor oil to play a much larger role in the world economy had increased dramatically 

in the international market. While the importance of castor oil has this increased recently, there 

appears to be dearth comprehensive report that addresses all important aspects of castor oil 

applications. Ricinus communis L. (Castor bean) is an important multipurpose crop viz., 

Agricultural, Energy, Environmental and Industrial crop [5]. The current status of knowledge 

about castor oil plant is abundant but scattered which need to be exploited for sustainable 

development. This review however collates and evaluates all the strewed information and provides 

a critical view on the possible options for exploiting its potential in industrial and domestic 

applications. 
 

2. Applications of Castor Seed Oil 

2.1 Application of Castor oil in Biodiesel 

Castor bean (Ricinus communis) is a good candidate for biodiesel production and also an 

industrial crop [6] and the cultivation has encouraged for biodiesel and bioethanol production [7, 

8]. Some of the research work done on the use of castor seed oil for biodiesel production includes: 

Bello and Makanju [9] who investigated the use of castor oil methyl ester as possible alternative 

fuel for diesel engines. The results obtained by the researchers gave properties, torque outputs and 

specific fuel consumption that are close to those of diesel fuel thus confirming that it can be used 

as alternative fuel for diesel engines. Asmare and Gabbiye [10] produced biodiesel by 

transesterification of Ricinus Communis (RC) oil with methanol in the presence of KOH as a 

catalyst. The study analyzes the fuel properties of Ricinus Communis biodiesel and diesel fuel 

blend to use castor oil methyl ester as a possible alternative fuel for diesel engines. Various 

properties of the RC biodiesel and their blends such as density, kinematics viscosity, iodine value, 

saponification number, cetane number, heating value, flash point and acid value were determined. 

Zuleta et al [11] evaluated the oxidative stability and cold-filter plugging points (CFPP) of blends 

of biodiesel from palm, Sacha - inchi, jatropha and castor oils. Blends were made as a strategy to 

obtain a biodiesel with a better performance. The best biodiesel blend that was produced during 

the experimental runs was made of 75% jatropha and 25% castor. Among the pure biodiesels, only 

castor oil biodiesel achieved this quality because its induction time and CFPP were 31h and -7oC 

respectively. Babu and Mamilla [12] produced biodiesel from castor oil (treated with mineral 

turpentine oil) by trans-esterification of the crude oil with methanol in the presence of NaOH as 

catalyst. Important fuel properties of methyl esters of biodiesel produced from castor oil like 

viscosity, flash point, fire point, calorific value e.t.c was found out and compared to the properties 

of Indian standard biodiesel. Santana et al [13] designed a continuous biodiesel plant that was 

simulated in HYSYS simulator using castor oil as feedstock. The developed process was capable 

of producing biodiesel at high purity using an alkali catalyst. Material and energy flows, as well as 

sized unit operations were used to conduct an economic assessment of the process. Attia et al [14] 

carried out biodiesel production from castor oil with methanol in presence of potassium hydroxide 

as catalyst at room temperature using ultrasonic bath. A factorial design of experiments and a 

central composite design were used to evaluate the influence of operating conditions on biodiesel 

synthesis from inedible castor oil. In Dairo et al [15] optimization of in- situ biodiesel production 

from raw castor oil-bean seed was carried out from raw castor bean oil seed (37.9% oil content) by 

alkaline catalyzed in situ trans-esterification with sodium hydroxide as catalyst and ethanol as the 

solvent in a laboratory batch processor. In a study by Berman et al [16] it was found that methyl 

esters of castor oil can be used as a biodiesel alternative feedstock when blended with diesel fuel. 

However, the maximum blending level was limited to 10% due to the high levels of ricinoleic acid 

(RA) present in the oil, which directly affects biodiesel’s kinematic viscosity and distillation 

temperature. Another study by Shojaeefard et al. [17] examined the effects of castor oil biodiesel 

blends on diesel engine performance and emissions. They found that a 15% blend of castor oil–
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biodiesel was an optimized blend of biodiesel–diesel proportions. The results indicated that lower 

blends of biodiesel provide acceptable engine performance and even improve it.  

 

2.2 Application of Castor oil in food industry 

In food industry, castor oil is used in food additives, flavouring, candy and as mold 

inhibitor [18]. The white, large seeds of castor are important sources of food condiment called 

Ogiri in the South-Eastern part of Nigeria. Ogiri is a food condiment obtained by traditional 

fermentation of Ricinus communis seeds. The condiment is believed to improve eye vision. Past 

research efforts on the use of castor seed in food preparation are: Ojinnaka and Ojimelukwe [19], 

they studied the effect of addition of 2% salt and 3% lime on some biochemical changes occurring 

in the fermentation of castor oil bean into ogiri using B.Subtilis as starter culture. Three different 

fermented castor oil bean samples were produced viz: B1 (0% Nacl/Lime), B2 (2% Nacl), B3 (3% 

Lime). However, it was observed that the ammonia content of the three samples increase as the 

fermentation period progressed, while the ricin content of the fermented castor oil bean samples 

decreases as fermentation period increased. According to Kolapo et al. [20] the use of fermented 

food condiments and flavouring agents are becoming popular in the diets of many nations. Apart 

from the fact that condiments improve sensory properties of foods, the authors noted that they add 

to the nutritional values providing dietary fibre, energy, minerals and vitamins. Some of them 

contain antioxidants and nutracenticals that provide health benefits. The traditional fermentation 

of castor oil bean seed into ogiri has been reported to be accomplished by mainly bacteria 

especially Bacillus species notably B. Subtilis, B. Pumillus and B. licheniformis [21, 22]. Odunfa 

[23] discussed the traditional fermentation of castor oil bean to produce ogiri-igbo via alkaline 

fermentation. He also reported that predominant fermenting organisms were of Bacillus species, 

B. Subtillis being the predominant species.  

Several other researchers have also reported B. Subtilis in the alkaline fermentation of 

protein rich plant materials [24, 25]. It was reported that proteolysis is the most principal and 

complex biochemical event occurring during the preparation of some legume based fermented 

condiments. The degradation products, amino-acids, not only have a considerable influence on the 

nutritional values, but also contribute directly to the taste characteristics, in some cases serving 

indirectly as precursors of aromatic products [26]. Fermented products continue to remain of 

interest since they do not require refrigeration during distribution and storage. The traditional 

condiments have not attained worldwide commercial status however, due to the short shelf – life, 

objectionable packaging materials, stickiness and the characteristic putrid odour [27]. Fermented 

condiments often have a stigma attached to them as they are considered as food for the poor. 

2.3 Application of Castor oil in surface coating 

There are numerous applications of castor oil in surface coatings. Example of such 

includes [28] who studied the role of castor oil in epoxy and polyamide systems for coating and 

adhesive application. Valero and Ortegon [29] synthesized Polyurethanes (Pus) from castor oil 

and modified through transesterification by pentaerythritol, poly(ε-caprolactone)diol (PCL), and 

isophorone diisocyanate to form PU coatings.  The PU coatings were characterized using Fourier 

transform infrared spectroscopic analysis, and the physicochemical properties, such as tensile 

strength, elongation at the break, shore A hardness, and the results of a lap shear test, were 

reported. Campos et al [30] evaluated the performance of medium density fibre board produced 

with the wood species pinus caribaea var hondurensis and the performance of the castor oil based 

polyurethane adhesive, comparing the results with the properties of MDF reported in the European 

standard requirement. The test results showed higher values than those recommended by the 

European standard, indicating that the castor oil-based polyurethane resin is promising adhesive 

for the manufacture of MDF.  
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To expand the application of this product, [31] and [32] studied the behavior of castor oil 

based polyurethane adhesive for use in glued laminated timber (GLT) with reforested species of 

the genera Pinus and Eucalyptus. The adhesive’s efficiency was evaluated based on mechanical 

tests of shearing strength parallel to the grain, tensile strength perpendicular and tensile strength 

parallel to the grain. The results reported by these authors demonstrated that castor oil based 

polyurethane adhesive is a good alternative for the technological use for GLT. Campos and Lahr 

[33] studied the strength properties of MDF panels with pinus and Eucalyptus fibres with 8, 10 

and 12% urea formaldehyde, polyurethane bi-component derived from castor oil and inorganic 

resin, found that the best internal adhesion (0.91 and 0.89Mpa) and bending strength (29.4 Mpa 

and 28) were obtained in the panels made with Pinus and Eucalyptus fibres with 12% 

polyurethane adhesive. In a study conducted by de martins et al. [34] the sealing ability of castor 

oil polymer (COP), mineral trioxide aggregate (MTA), and glass ionomer cement (GIC) as root-

end filling materials were evaluated. MTA is primarily composed of tricalcic silicate, tricalcic 

alluminate, and bismuth oxide and is a particular endodontic cement [35]. GICs, on the other hand, 

are mainstream restorative materials that are bioactive and have a wide range of uses such as 

lining, bonding, sealing, luting, or restoring a tooth [36]. Results of their study show that the COP 

had a greater sealing ability when used as a root-end filling material than MTA and GIC. Trevino 

and Trumbo [37] studied the utilization of castor oil as a coating application by converting the 

hydroxyl functionalities of castor oil to β-ketoesters using t-butyl acetoacetate. 

2.4 Application of Castor oil in Medicine and Cosmetics 

Castor has an array of chemical diversity of which reflects in the pharmaceutical activity 

and it is a good alternative source of bioactive compounds aims to develop plant-based new drug 

discovery [38]. According to Welch et al. [39] Castor oil is one of natural products that fight 

several ailments. It contains active ingredients that make it take central position in production of 

several medicinal and cosmetic products. Castor oil is very effective when it comes to treatment of 

skin problems like, sunburn, ringworm, stretch marks, wrinkles and acne. It also prevents 

infections like boils, athlete’s foot, warts and chronic itching. The oil is a good skin moisturizer 

and disinfectant of wound. Castor oil when mixed with coconut or almond oil helps to initiate hair 

growth, thicken of eyebrows and eyelashes. The oil boosts blood circulation to the follicles, 

leading to faster hair growth. The oil also has omega-6 essential fatty acids, responsible for 

healthy hair. The oil is also used or correction of bald patches and hair darkening.  

Castor oil is a good additive and powerful laxative that serves as remedy for ailments like 

menstrual disorders, migraines, skin abrasions, rheumatism and inflammation. The leaves have 

been used for treatment of rheumatic pains and as antibacterial and anti-inflammatory [40, 41, 42, 

43]. Infusion of the leaves was used as a remedy for rash, itch and eye inflammation. The 

decoction of leaves also used for skin diseases, diarrhea, kidney, urinary bladder infections [44]. 

Lamadah et al [45] carried out a study to assess the safety and effectiveness of castor oil on labour 

induction and Neonatal outcome. In this study a quasi-experimental design was used. It was 

concluded that, the probability of labour initiation increases during the first 24 hours after using 

castor oil. 

Mein et al [46] evaluated the potential for transdermal absorption of castor oil, a treatment 

modality recommended by Edgar Cayce and used as an alternative medical treatment. Specific 

epoxydicarboxylic acids are known to be excreted via the urine when castor oil is administered 

orally. The result showed that oral administration of castor resulted in high levels of excretion of 

epoxydicarboxylic acids in all subjects. In contrast, the level of urinary epoxydicarboxylic acids 

with the external application (abdominal pack) sessions did not vary from the relatively low 

endogenous levels of these molecules that are normally present. 

McGarey [47] and McGarey [48] documented the historical applications of castor oil and 

noted the more recent trend for it to be applied as an external pack in its use as an alternative 

medicine therapy. McGarey’s work relies heavily on the legacy of Edgar Cayce, an important 
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figure in the development of holistic medicine in the modern era. The work of Cayce discussed by 

[49] and [50] places great significance on the healing properties of castor oil when applied 

externally as a pack. The typical application recommended by Cayce is that of a hot abdominal 

pack placed over the right side of the abdomen covering the liver, upper small intestines, cecum 

and ascending colon. A study by Arslan and Eser [51] highlighted how castor oil packs helped to 

effectively reduce constipation among the elderly. The U.S. Food and Drug Administration (FDA) 

actually deem this oil "generally regarded as safe and effective" for use as a stimulant laxative. A 

2009 study published in Phytotherapy Research supports this, and reveals that castor oil helps 

relieve pain among patients with knee osteoarthritis [52].  Because of its antimicrobial and anti-

inflammatory properties, it may have some beneficial effects on skin tags, acne and warts. One 

study by FDA [53] published in the Journal of International Toxicology also found that castor oil 

may have positive effects against occupational dermatitis. The study conducted by Garry et al [54] 

found that pregnant women who receive castor oil have an increased likelihood of initiation of 

labour within 24 hours compared to women who receive no treatment. Another study by Kelly et 

al [55] also warned that the castor oil-induced contractions may lead to the passage of meconium 

(a baby’s first stool) while still inside the womb - putting him at risk of meconium aspiration that 

may result in neonatal respiratory distress while [56] evaluate the benefits and harms of a policy of 

labour induction at term or post-term compared with awaiting spontaneous labour or later 

induction of labour. 

2.5 Application of castor in Agriculture 

In recent years, castor oil is largely used in the specialty chemical industry worldwide, and 

the growth of its consumption is limited by insufficient and unreliable feedstock supply rather than 

by the industry demand [57]. Therefore, castor bean crop can become a cash crop in modern 

agriculture, in particular, for non-food uses including bioenergy purposes [58, 59]. Although 

increased castor production in the world can be obtained with the use of varieties and hybrids with 

higher genetic potential and an improved crop management. The transition from a low input/low-

yield to a high yielding crop will require a deeper understanding of castor plant growth and 

development. This knowledge is the key for the breeding of high yielding varieties adapted to each 

growing environment and for the optimization of crop management in order to express the 

maximum yielding potential of the crop [60]. According to Salihu et al. [61] Castor oil plant 

(Ricinus communis L.) is an important oil crop that has been widely accepted as an agricultural 

solution for tropical and subtropical regions, addressing the need for commercial crops with low 

input costs and viable returns. The authors noted that Castor plant is very easy to establish on the 

field, resistant to drought, tolerate different types of soil even marginal soil and yield 350 – 900 kg 

oil per hectare. They went ahead to evaluate castor production practices, checked various 

industrial opportunities in castor business and current challenges of castor production in Africa. 

Castor provides opportunities in all aspects of agribusiness ranging from crop production, seed 

supply, agrichemicals, breeding, farm machinery, distribution, processing, marketing and retail 

sales [62]. Apart from the various benefit derived from the castor oil, the cake obtained after 

extraction of the oil can also be used as organic fertilizer. The use of castor cake/meal as organic 

fertilizer is very advantageous because of high Nitrogen content, fast mineralization, and anti-

nematode effects.  

 

2.5.1 Agronomic practices  

Castor plant from all the research reviewed grows in all kinds of soils but prefers a well-

drained moisture retentive soil like clayey and sandy loam. The most important factor in fertility 

level identified is the supply of Nitrogen to the soil. The amount requires depends on the soil 

organic matter contents. Insufficient nitrogen results in reduced seed yields. Excessive nitrogen 

results in extensive and heavy vegetative growth with non-significant increase in yields. The 

amount of nitrogen requirement depends on the soil organic matter content. Basically, castor 

http://articles.mercola.com/rheumatoid-arthritis/osteoarthritis-vs-rheumatoid-arthritis.aspx
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requires the same amount of nutrients as other low-demand field crops [63]. For a typical slit loam 

soils testing in the optimum range (6 to 10ppm P; 81 to 100 ppm K), approximately 20 Ib P2O5 

and 40 Ib K2O should be applied per acre. If soil tests are below optimum, approximately 5 Ibs 

P2O5 and 20 to 30 Ib K2O should be applied in addition to previous amounts [64].  

In most of the regions of castor production, seed yield can be rapidly increased with the 

used of improved agronomic practices. The main technologies include selection of the appropriate 

cultivars combined with use of good quality seeds, appropriate planting date, weed management 

and optimizing population [65]. In Southern Nigeria where soil fertility is high, castor is grown 

productively without application of fertilizer [66]. Castor is often planted in early May, about the 

same time as corn. However, where there are high incidences of pest and diseases, the planting can 

be delayed to July – August without significant decrease in yield. 

2.5.2 Castor Meal as an organic fertilizer and Husk for Animal Feed 

Meal and husks are the two major by-products in the production of castor oil. The capsule 

husks are produced at the farm level during harvest while the meal is produced during oil 

extraction. If it is assumed that 38% of the fruit’s weight is husks and the seed contains 470 g kg–

1 of extractable oil, then production of only 1 kg of castor oil would generate 1.31 kg of husks and 

1.13 kg of meal [67]. According to Lima et al. [68, 67] castor husks can be used as organic 

material to provide a better nutrient balance for plant growth. Castor meal has been reported to 

promote the growth in wheat and castor plant [69]. ICOA [70] noted that detoxified by boiling 

could be added up to 100gkg-1 in broiler finishing diets without deleterious effects [71]. Castor 

meal is not being widely used as an animal feed because of the toxic levels of ricin in the meal. 

The husks often contain ricin residue in the form of seed fragments. If the ricin toxicity were 

eliminated or highly reduced, castor meal would become an excellent source of protein in animal 

rations. The husks could also be used in high fiber but low N animal feed products. There are 

reports of castor meal being used for animal feed in large scale. A detoxified castor meal named 

Lex Proteico was sold commercially in Brazil during the 1960s [72, 70]. The safety of Lex 

Proteico for dairy cows was confirmed by Miranda et al. [73]. Castor meal is more toxic to 

monogastrics than to ruminants. This was demonstrated in the death of 13 dogs after accidental 

ingestion of a soil conditioner containing castor meal [74]. Castor meal detoxified by autoclaving 

can replace up to 67% of the soybean meal in sheep rations [75]. 

2.6  Review of phytochemical studies on Castor bean (Ricinus communis)  

Phytochemicals are the compounds that are isolated from plant kingdom. The composition 

of these chemicals is dependent on their geographical locations and harvesting conditions. Hence, 

their quantitative and qualitative investigations are necessary to understand their applications. 

Some of the researches carried out in this area are described as follows: Kumar [76] carried out a 

preliminary phytochemical study of Ricinus communis. The study revealed the presence of 

steroids, saponins, alkaloids, flavonoids, and glycosides in the plant. He noted that the constituents 

present in this plant are beneficial for the purpose of contraception, leaving no detrimental effects 

on the body.  Rathod and Pandhure [77] presented phytochemical analysis and antibacterial 

activity in Ricinus Communis L.using various solvents. It was observed that the leaves and stem 

of Ricinus communis indicated the presence of alkaloids, flavonoids, steroid, terpenoids, cardiac 

Glycosides, saponins. As well as chloroform, methanol extract showed presence of flavonoids, 

steroid, terpenoids, saponins, glycosides and tannins. Many phytochemicals found in the plant 

tissue and seeds of castor have potential medicinal uses as reported by [78]. Pradeep et al. [79] 

carried out an activity-guided isolation and purification process to identify the DPPH (1, 1-

diphenyl-2-picrylhydrazyl) free radical scavenging components of the castor seed plant Ricinus 

communis. Marta et al. [80] studied the localization of invertase activities in Ricinus communis 

leaves. Leaf tissue from Ricinus communis possesses cell wall and soluble invertases. These 

activities may be distinguished on the basis of their optimum pH and Michaelis constant (Km) and 
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the action of various inhibitors Ca 84% of the soluble invertase was found in vacuolar 

preparations. Cornelia et al. [81] identified homologous very long-chain 1, 3-alkanediols and 3-

hydroxyaldehydes in leaf cuticular waxes of Ricinus communis. Surface extracts from primary 

leaves of castor bean were found to contain 1.8ug cm-2of cuticular waxes. The mixture comprised 

alkanes, primary alcohols, aldehydes, fatty acids and triterpenoids. Aziz et al. [82] investigated the 

phyto-constituents present within the seed oil of Ricinus communis and estimated its antibacterial, 

antifungal and antioxidant activities. The Phytochemical studies carried out confirmed the 

presence of alkaloids, terpenoids, cardiac glycosides, tannins, steroids and saponins whereas 

flavonoids, anthraquinone and reducing sugars were found absent. Eight phyto-components were 

identified from the seed oil of R. communis by using GC-MS. The R. communis seed oil showed 

moderate antibacterial and antifungal activity. Singh and Geetanjali [83] carried out 

phytochemical and pharmacological Investigations of Ricinus communis Linn. It was reported that 

in modern pharmacology, castor seed plant possess antioxidant, anti-inflammatory, anti-diabetic, 

central analgesic, antitumor, anti-nociceptive, antiasthmatic activity and other medicinal 

properties. These activities of the plant are due to the presence of important phytochemical 

constituents like flavonoids, glycosides, alkaloids, steroids, terpenoids etc. 

2.7 Review of Pharmacological studies on Castor bean (Ricinus Communis) 

Pamela et al [84] studied the effects of ingestion of castor bean in a puppy. Ingestion of 

masticated seeds resulted in high morbidity, with vomiting and watery to hemorrhagic diarrhea. 

The prognosis varied with the number of seeds ingested, the degree of mastication, individual 

susceptibility and the delay in treatment. Despite supportive therapy, the puppy died several hours 

after presentation for acute vomiting, diarrhea and lethargy. Vera et al [85] studied the suicidal 

death after injection of a castor bean extract (Ricinus communis). A case report was presented of a 

49-year old man who committed suicide by intravenous and subcutaneous injection of a castor 

bean extract. The patient was admitted in the emergency department after 24 hours with a history 

of nausea, vomiting, diarrhea, dyspnoea, vertigo and muscular pain. Despite symptomatic and 

supportive intensive care, the man died 9 hours after admission due to multi organ failure. 

Exposure to the castor bean extract was confirmed by identification of the biomarker ricinine in 

blood, urine and vitreous humor using solid phase extraction and liquid chromatography tandem 

mass spectrometry. It is the first time that ricine had been identified in vitreous humor in a case of 

castor bean poisoning. Based on the clinical symptoms and the results of the toxicological 

analysis, it was concluded that death was caused by intoxication with plant toxins originated from 

Ricinus communis. Jose et al [86] investigated the effects of demineralized bone matrix and a 

Ricinus communis polymer on bone regeneration histologically in rabbits. Two surgical bone 

defects were created in rabbit calvaria, one on the right and the other on the left side of the parietal 

suture. The experimental defects were treated with bovine demineralized bone matrix, human 

demineralized bone matrix and polyurethane resin derived from Ricinus communis oil in three 

groups of rabbits respectively. Histological analysis revealed that in all groups bone regeneration 

increased with time. Polyurethane resorbed more slowly and demonstrated considerably better 

results than the demineralized bone matrices. Makonnen et al [87] studied the anti-fertility activity 

of castor (Ricinus communis) seeds in female guinea pigs. The seed extract was found to possess 

anti implantation and abortificient effects. It was also observed that the seed extract prolonged the 

oestrus cycle of guinea pigs. The dioestrus phase was significantly prolonged as well. After 

stopping the administration of the extract, the normal dioestrus phase and oestrus cycle started to 

resume. The seed extract also reduced the weight of the uterus without affecting that of the ovaries 

significantly. The antifertility effect of castor bean (Ricinus communis) in female guinea pigs 

might be extrapolated to human beings. Anete et al [88] studied the pharmacological evaluation of 

ricinine, a central nervous system stimulant isolated from castor bean (Ricinus communis) in mice. 

The extract of the pericarp of castor bean when administered to mice, the animals became 

exophthalmic, presented tremors and clonic seizures and died a few minutes after receiving larger 
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doses of the extract. At lower doses, the extract improved memory consolidation and showed 

some neuroleptic-like properties, such as a decrease in exploratory behavior and catalepsy. The 

memory-improving effect and the seizure-eliciting properties were also observed with the 

administration of ricinine, a neutral alkaloid isolated from the extract. However, the neuroleptics 

like properties of the extract were not observed with ricinine.  Some pharmacological applications 

were studied by [83]. These includes: Traditional Pharmacological Uses and Modern Pharmacological 

Uses. Under the Modern Pharmacological uses, the following were considered: Antioxidant activity, 

Antidiabetic activity, Antimicrobial activity, Anti-Inflammatory activity, Antinociceptive activity, 

Anti-fertility activity, Anti-hepatotoxicity, Cytotoxic Activity, Toxicological Analysis.  

Jena and Gupta [89] also carried out phyto-pharmacological properties of Ricinus 

communis. These are Antiulcer activity, Molluscicidal, Insecticidal and Larvicidal activity, 

Lipolytic activity, wound healing activity, In vitro immunemodulatory activity, Antihistaminic 

Activity among others. Sarfaraz et al [90] reviewed the phytochemistry, biological and 

pharmacological activities, and ethnomedicinal uses of Ricinus cmmunis L. (Castor oil plant). The 

reported chemical constituents showed the presence of flavonoids, phenolic compounds, fatty 

acids, amino acids, terpenoids, phytosterol etc. The compounds have been reported to exhibit 

anticonceptive, antidiabetic, antifertility, anti-inflammatory, antimicrobial, antioxidant, 

hepatoprotective, insecticidal and wound-healing activities. They also showed free radical 

scavenging and Hg scavenging activities, and repellent properties. 

3.  Evaluation of Previous Research 

While the proximate analysis to estimate the oil content and other food values of the seed 

preceded the main work of parameter effects on the oil yield, the physico-chemical analysis of the 

extracted oil was carried out later as a guide to the uses and applications of the oil. Many 

researchers in the past have worked in this area of the effects of process conditions on the yield of 

oil from local seeds [91]. Kutama et al [92] reviews some important aspects of plants which 

include their origin, classification, morphology, as well as economic uses especially in the 

Nigerian context. Mbah et al [93] evaluated the physicochemical properties of castor seed oil 

using standard analytical technique. Nahar and Pan [94] conducted an indoor pot culture 

experiment in the growth chamber during the period of vegetative growth to evaluate the influence 

of inorganic nitrogen fertilizer in the form of urea on nutrient uptake, growth and root 

development of castor bean plant. Abolfazl et al. [95] investigated the impact of 10 different 

climatic conditions in Iran on the castor oil production by castor bean (Ricinus communis L.) from 

the standpoints of the quality, oil content and physicochemical properties of castor oil. 

4.  Nature of Existing Research 

From the literature, the nature of existing research on castor seed plant is largely centered 

on the use of its oil in various industrial and domestic applications as well as study about the 

morphological and physiochemical properties of the seed oil. Existing research however, pursued 

objectives away from backward integration but the need to ensure steady and sustainable supply of 

the seed has become more intensive. Therefore, research focus is now on how to promote the 

growing of the plant in order to meet the ever increasing demand of the seed for the supply of oil. 

For example, Omotehinse, Igboanugo and Bello [96] applied Split-Split plot theoretic approach to 

modelling castor shrub development. The study analyzed optimum conditions for the growth and 

development of castor shrub so that it can meet the yearning of the society to complement fossil 

fuel that is non-renewable.  

5.  Merits of Previous Studies 

Past research efforts were very rich on the use of castor seed oil for both domestic and 

industrial purposes as earlier outlined. However, there appears to be a dearth of research work on 
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furnishing information on the growth capacity of castor shrub that will sustain the backward 

integration of its seed for subsequent production of its oil suitable for several industrial purposes. 

6.  Potential and challenges of castor seed oil production 

Extensive future research effort will play a critical role in the increased production of 

castor seed and subsequent production of its oil for both domestic and industrial applications. 

There is an urgent need for community of researchers working on castor to cultivate increased 

international cooperation in the development of solutions to the critical constraints affecting castor 

seed oil production, processing and marketing. The most challenging and time-consuming 

operation in castor production among peasant farmers are harvesting and capsule shelling. The 

shelling of capsules is done manually by the farmers. The prevalent lingering problems are uneven 

ripening and variation in thickness of capsule wall. In Nigeria however, the production constraints 

includes poor and inadequate agronomic practices among farmers, lack of improved varieties of 

castor seed, lack of functional processing facilities like capsule shellers and oil expellers, lack of 

awareness among Nigerians, lack of government commitment, and lack of stable, reliable and 

organized castor markets. The current castor production is not increasing at a sufficient rate to 

meet even the anticipated increases in demand. However, mechanized castor seed oil production is 

rapidly becoming very crucial to sustain or increase castor production globally. The use of castor 

seed oil for biodiesel production has been difficult due to its cost and its high viscosity. Castor 

also has tremendous future potential as a bioenergy and industrial feedstock because of its high oil 

content, potential modification in fatty acid composition, very high oil yield, wide range of 

adaptation, and ability to be grown on marginal sites subject to drought and saline conditions.  

7. Conclusion 

This review has been able to identify several areas of castor seed oil applications and 

research exertions carried out by various researchers in different fields. Castor seed oil taken 

through this review has proven to have excellent performance for production of high value 

products in industrial world. The high potential yield and unique fatty acid composition inherent 

in castor seed allow castor oil to produce economically competitive feedstock needed for 

production of premium quality biodiesel, short chain aviation fuels, derived fuel lubrication 

additives and very high value biopolymers. Besides, research priority should be placed on holistic 

castor seed collection and characterizations, generation of improved varieties, development of 

technology for improved agronomic practices and completely mechanized castor production, and 

sensitization of Nigerians on castor production and its position in world economy. Considering the 

high percentage yield of the castor seed oil (48%), farming castor plant should be encouraged to 

boost the commercialization of castor seed to enhance the economic growth of individual and the 

country at large particularly in this era of biotechnology and industrialization to feed these 

industries. The presence of phytochemical constituents and pharmacological activities reported in 

the present review proved that the plant has a leading capacity for the development of new good 

efficacy drugs in future. 
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Abstract 
Input parameters measured from a prototype designed flat plate solar collector system in Benin Metropolis was 

employed in this study. A model was developed using energy balance method, the developed model was then 

computed using Explicit Finite Difference Method in MATLAB environment to predict the thermal behavior of the 

system. The principles and laws of thermodynamics were used in the modelling process. From the model 

developed, 330K, 370K and 320K were obtained as outlet water temperature, absorber plate temperature and 

glass temperature respectively. An optimal insulation thickness of 0.05m, 0.06m and 0.07m were achieved. 

0.020m, 0.024m and 0.026m were obtained as optimal design condition for thickness of housing and this is with 

respect to the input parameters considered.   

 

Keywords: Solar energy, Heat transfer, Flat plate, Solar collector, Glass cover, Absorber plate. 

 

1. Introduction 

 

Solar is a renewable energy resource that has contributed positively to the energy sector and 

the world at large [1]. Solar energy is a combination of photon and thermal energy captured 

and applied over a range of ever-evolving technologies such as solar collector plate, solar 

thermal energy, molten salt power plants, artificial photosynthesis etc [2]. 

The amount of solar energy depends basically on the astronomical geometric parameter such 

as the actual distance from sun to earth. Since the earth moves around the sun on an 

elliptical orbit, the sun-earth distance is a function of the day. With regard to the mean value of 

the earth-sun distance, the sum of the energy per unit area obtained from the sun exterior of the 

earth’s atmosphere, known as the solar constant, is approximately 1367W/m2. Furthermore, 

the earth’s cross-sectional area is estimated to be 127400000km2 and the total power released 

to the earth by the sun is estimated to be 1.75 × 1014 kW [3]. 

While passing through the atmosphere a major part of the incident energy from the sun is 

suppressed by reflection, scattering or absorption by air molecules, clouds and particulate 

matter also called aerosols. Due to this, only 60% (approximately 1.05×1014 kW) of sunlight 

from the sun to the earth’s atmosphere reaches the earth’s surface [4]. 

In recent times, solar energy collectors have been used in transforming solar radiation energy 

from the sun to the internal energy of the transport medium and working fluid. One of the major 

components of any solar thermal system is the solar collector. This is a device which uses the 

incoming solar radiation energy, converts it into heat and transfers this heat (form of energy) 

to a fluid (usually water, air or oil) passing through the tubes of the collector. The solar thermal 

energy that is collected comes from circulating fluid either directly to the hot water or space 

conditioning system or to a thermal energy storage tank from which can be drawn for use at 

night or cloudy days [5]. 

[6] carried out an investigation on a polymer collector in which the solar energy was directly 

absorbed by the black colored working fluid. The model was validated both experimentally 

http://www.nipesjournals.org.ng/
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and through computational fluid dynamics (CFD) under steady-state conditions. From the CFD 

model validation, parameters obtained for temperature and velocity distribution across the solar 

collector surface area were found to be in agreement with the experimental results. The 

performance was obtained by CFD under steady-state conditions. 

[7] developed a 3-dimensional numerical model for solar collector considering the 

multidimensional and transient character of the problem. Effect of non-uniform flow on the 

solar collector performance was quantified and the degree of deterioration of collector 

performance was analyzed. The analysis showed that deterioration increased with increase in 

non-uniformity of the flow. The results indicated that collector efficiency does not change 

reasonably even when the flow at the outer risers is 1.5 times the flow of the central one but 

the outlet temperatures for each tube differs. 

Angular solar relations analysis of a flat plate solar collector was experimentally conducted by 

[8] using a prototype designed flat plate solar collector system. Average declination angle of 

14.6675, average zenith Angles of the sun of 22.1850, average incidence angle of 21.7650, 

average solar Azimuth angle of 77.0625 and average ratio of beam radiation of 1.0875 were 

obtained respectively. The average radiation on a tilted surface was obtained as 1025.3258w/m2 

for enhanced flat plate solar collector design. 

The tilt angle for several cities in Saudi Arabia was optimized by [9] using MATLAB model. 

Adjustment of tilt angle of the solar collector was suggested as six times annually. For optimum 

tilt angle, frequent adjustments was suggested in the months near equinox, due to rapid change 

in the direction of the sun compared to solstices. 

In this study, MATLAB was employed in the computation of heat transfer in a flat plate solar 

collector system using energy balance method. Equations considered were energy balance of 

glass cover, energy balance of absorber plate and energy balance of the water stream. 

 

2. Methodology 

The model was developed using energy balance method and then computed using explicit finite 

difference method in MATLAB solver. MATLAB codes were written to provide access to 

matrix and data structures provided by the LINPACK (Linear system package) and EISPACK 

(Eigen system package) projects. MATLAB is a high-performance language which is capable 

of performing technical computing. It combines visualization, computation and programming 

environment. The MATLAB software provides a modern programming language environment 

as well as complex data structures containing in-built editing and debugging tools.  The 

constant parameters and variable parameters were also considered in the process. For effective 

modelling, energy balance in the glass, energy balance in the absorber plate and energy balance 

of the water stream were considered as follows: 

 

2.1 Energy Balance of the Glass Cover  

The small thickness of the glass covering the solar flat plate collector makes it reasonable to 

consider a uniform glass temperature distribution through the whole part of the glass cover. 

Considering the constant properties of the glass material, the governing equation can be derived 

from an energy balance in a differential volume of thickness (δ), area (Ac) and time variation 

over period of the day. The heat energy received by the collector is given by Equation 1, solar 

energy emitted through the glass is given by Equation 2, heat transfer between absorber and 
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glass is given by Equation 3, heat transfer between the glass and atmosphere is given by 

Equation 4 and heat energy emitted from the absorber to the glass is given by Equation 5. 

 

Hg = (mg Cg)
dTg

dt
          (1) 

HS = AC𝐼𝑇αg          (2) 

Hpg = AChpg−cp(Tp − Tg)        (3) 

Hga = AChga−wv(Tg − Ta)          (4) 

Hrpg = 𝜎Ap(𝑇𝑝
4 − 𝑇𝑔

4)(mg Cg)
dTg

dt
= AC𝐼𝑇αg + AChpg−cp(Tp − Tg) − AChga−w(Tg −

Tam) + 𝜎Ap(𝑇𝑝
4 − 𝑇𝑔

4)         (5)  

The radiative heat transfer coefficient between the plate and the cover is given by Equation 6, 

the radiative heat transfer coefficient between the cover and the sky is given by Equation 7, the 

convective heat transfer coefficient between the plate and the cover is given by Equation 8, the 

top loss coefficient for a single glass cover is given by Equation 9. 

 

ℎ𝑝𝑔 =
𝜎(𝑇𝑝

2+𝑇𝑔
2)(𝑇𝑝+𝑇𝑔)

1

𝜖𝑝
+

1

𝜖𝑔
−1

                                             (6) 

ℎ𝑔𝑎 = 𝜖𝑔𝜎(𝑇𝑔
2 + 𝑇𝑠

2)(𝑇𝑔 + 𝑇𝑠)                               (7)   

   ℎ𝑐𝑝 =
𝑁𝑢𝐾𝑎

𝐿𝑎
                                                                                                  (8) 

  𝑈𝑇 = (
1

ℎ𝑐𝑝+ℎ𝑝𝑔
+

1

ℎ𝑤𝑣+ℎ𝑔𝑎
)

−1

                           (9)                                                                                                                                                                                                                              

2.2 Energy balance of absorber plate 

A small thickness of the absorber plate was considered for a uniform plate temperature 

distribution through the whole part of the absorber plate. Applying the energy balance for the 

absorber plate zone, using the thermo-physical properties of the absorber material and 

considering the solar irradiance on the absorber plate in the solar flat plate collector, the 

radiation and convection heat transfer between the absorber and the glass cover, the conduction 

and convection heat transfer between the absorber and the insulation zone and the heat transfers 

by convection with the fluid flow were considered. The heat energy gained by the plate is given 

by Equation 10, solar energy absorbed by the plate is given by Equation 11, the heat transfer 

between the plate and glass is given by Equation 12, heat transfer between plate and water is 

given by equation 13, heat transfer between the absorber and insulation is given by Equation 

14, heat transfer between the insulation and housing is given by Equation 15, heat energy 

emitted from the absorber to the glass is given by Equation 16. 

 

Hp =  mpcp
dTp

dt
                       (10) 
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HS = Ap𝐼𝑇𝛼𝑔τ                     (11) 

Hpg = Aphpg−cp(Tp − Tg)                         (12) 

Hpw = Afhf(Tp − Tf)                    (13) 

Hi = Ki
Ai

δi
(Tp − Ti)                    (14) 

Hh = Kh
Ah

δh
(Ti − Th)                  (15) 

Hrpg = 𝜎Ap(𝑇𝑝
4 − 𝑇𝑔

4)mpcp
dTp

dt
= Ap𝐼𝑇𝛼𝑔τ + Aphpg−cp(Tp − Tg) − Afhf(Tp − Tf) −

Ki
Ai

δi
(Tp − Ti) − Kh

Ah

δh
(Ti − Th) − 𝜎Ap(𝑇𝑝

4 − 𝑇𝑔
4)            (16) 

 

2.3 Energy balance of the water stream 

Applying the heat energy balance to the system helps to show and demonstrate the effect of 

heat gained and losses within the system. The energy balance describing the heat transfer 

between the water, pipe, absorber plate and the glass cover is expressed in the following 

Equation. Net heat gained by the water is given by Equation 17, heat energy transfer to the 

water is given by Equation 18, output heat energy is given by Equation 19 

Hw = mwcw
dTw

dt
          (17) 

Hpw = Afhf(Tp − Tf)          (18) 

HO = 𝑚𝑓cw(Two − Twi)           (19) 

The initial input parameters used for the modelling and simulation of the system is presented 

in Table 1. 

Table: 1 Initial input parameters for the model 

Parameters Value 

Emmitance of plate 0.84 

Emissivity of glass  0.04 

Heat capacity of glass (KJ/kg.K) 0.80 

Heat capacity of absorber plate (kJ/kg.K) 0.90 

Heat capacity of water (KJ/kg.k) 4.18 

Area of collector (m2) 0.84 

Area of fluid pipe (m2) 0.047 

Insulation thickness (m) 0.05 

Housing thickness (m) 0.02 

Mass of glass (kg) 18.8 

Mass of absorber plate (kg) 8.93 

Mass flow rate (kg/s2) 0.03 

Wind velocity (m/s) 1.648 

Initial glass temperature (K) 315 

Initial water inlet temperature (K) 305 

Initial housing temperature (K) 315 

Initial insulation temperature (K) 325 
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Thermal conductivity of insulation (glass wool) (W/mk) 0.034 

Thermal conductivity of housing  (W/mk) 0.12 

Thermal conductivity of air (W/mk) 0.024 

Thermal conductivity of copper (W/mk) 386 

Thermal conductivity of aluminium (W/mk) 239 

Transmittance of glass 0.94 

Radiation on a tilted surface (W/m2) 937.18 

 

3. Results and Discussion 

Figure 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 shows the temperature of plate, temperature of glass, and 

the temperature of water from initial to final conditions with respect to time. 

 
                    Figure 1: A graph of outlet temperature against time 

 

Figure 1 shows the thermal behavior of the collector system, the model was able to simulate 

the behavior of the collector for 10000seconds and the temperature of water achieved was about 

330K. 

 
                    Figure 2: A graph of absorber plate temperature against time 

 

As shown in Figure 2, the graph of absorber plate temperature against time indicates the 

temperature distribution on the absorber plate within a time frame of 10000 seconds. A 

temperature of about 370K was achieved. 
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Figure 3: A graph of glass temperature against time 

 

Figure 3 shows the effect of temperature on the glass of the collector system and its 

distribution over its surface area. The glass temperature got up to 320K. 

 
Figure 4: A graph of absorber plate temperature against insulation thickness 

 

Figure 4 shows the thermal behavior of the absorber plate when the insulation thickness is 

varied with respect to time, from the graph it shows that a temperature of 375K was achieved 

considering insulation thickness of 0.05m, 0.06m, 0.07m. The insulation thickness within this 

range of values are parameters that can yield maximum output for optimum conditions. 

 
Figure 5: A graph of outlet water temperature against insulation thickness 

 

The graph in Figure 5 describes the effect of insulation thickness on outlet water temperature, 

from the graph it shows that at a range of insulation thickness (0.05m, 0.06m and 0.07m), an 

outlet temperature of 335K was achieved.  



 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

86-94 

92 
 

Figure 6: A graph of glass temperature against insulation thickness 

 

Figure 6 shows that a temperature of 320K was achieved as the glass temperature at an 

insulation thickness range of 0.07m. 0.05m and 0.06m can also be considered, the temperature 

starts dropping at 0.08m. Hence 0.07m, 0.05m and 0.06m are optimum design parameters that 

can improve the overall efficiency of the solar collector. 

 

 
Figure 7: A graph of outlet water temperature against housing thickness 

 

Figure 7 indicates that housing thickness of range (0.020m, 0.024m and 0.026m) achieved an 

outlet temperature of 333K. This indicates that at the range of the above housing thickness 

considered, the system performance can improve if they are used as design parameters for 

optimum conditions. 
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Figure 8: A graph of absorber plate temperature against housing thickness 

 

Figure 8 indicates that a temperature of 370K was achieved at a range of 0.020m, 0.024m and 

0.026m respectively. The range of housing thickness shown to yield a high absorber plate 

temperature are best considered as optimum conditions for design.  

 

 
Figure 9: A graph of glass temperature against housing thickness 

 

Figure 9 shows that the glass attained a temperature of about 318k within a housing thickness 

range of 0.020m, 0.024m and 0.026m. The graphs present a thermal description of the glass, 

and the housing thickness within this range is valuable for optimum conditions for better 

performance of the overall system. 

 

4. Conclusion 

A thermodynamic model has been successfully developed using energy balance method and 

solved with MATLAB to predict the output temperature of water, glass and absorber 

temperature of a flat plate solar collector. Outlet water temperature, absorber plate temperature 
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and glass temperature of 330K, 370K and 320K as well as optimal insulation thickness of 

0.05m, 0.06m and 0.07m were obtained from the model developed. The model considered the 

heat transfer between the absorber plate, insulation and housing which provided a more realistic 

assumptions and simplified approach to studying the thermal behavior of a flat plate collector 

system. 
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Abstract 

Palm kernel oil has been utilized in very many facet of life, and the abundant of this palm fruit bunches in the 

southern part of Nigeria, if well maximized will nudge the economy of this country into a decent future. This study 

has been able to develop a palm kernel cracking machine with higher efficiency above what was obtainable in 

literature reviewed so far. The component for the development of the machine for cracking the palm fruit were 

sourced locally and Solid Works served as the design expert for the development of the machine as relating to the 

design working diagram. To boot the design process of the machine will eliminate loss of man hour time and reduce 

cost. The cracking machine was tested to determine its performance characteristics and it has shown an efficiency 

level of 96.6% with processing rate at 96 nuts per second with 2.5hp electric motor that is an improvement over 

existing palm kernel cracking machine that have 87.6% efficiency to cracking with processing rate of 89 nuts per 

second without re-cracking. 

Keywords: Cracking Machine, Palm Kernel, Palm Kernel Oil, Performance efficiency 

 I. Introduction 

The palm kernel oil (P.K.O) (Elaeis guineesis) belongs to the Palmae family, among the oil 

producing plants, it is the richest vegetable oil plant [1]. Palmae family is made up of about 225 

family members with over 3620 species. Palm kernel oil (P.K.O) is a rich source of fatty acid as 

well as fat and oil, and the importance of this product cannot be overemphasized, but the wastage 

of this product in the southern part of Nigeria has been come a major concern because lack of 

production units in large quantity has been a source hindrance.     

 

   

 
. Fig. 1.Palm Nut
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The three most common types of palm kernel fruit bunches present in the southern part of 

Nigeria is the Dura, Tenera and Pisifera. [2]. from literature reviewed it has shown that the most 

common type in commercial quantity in the southern Nigeria is Tenera species [3].  the oils from 

palm kernel fruit bunches are utilized in various ways such as for the production of margarine, 

soap, cream, polish, glycerine as well as medical purposes etc. [5]., some authors have also tried 

to utilize the palm kernel oil (P.K.O) as biofuels. To boot the shells or husk from the palm fruit 

are used for the production of brake pads and as source of energy for cooking, blacksmithing and 

industrial purposes [6]. In Illorin Nigeria, [8]. developed a palm kernel cracking machine in 

National Centre for Agricultural Mechanization (NCAM), and they obtained cracking efficiency 

of about 94.50 and 87.50 with 14.70 and 6.0% kernel damage respectively [9].and [1]. applied 

the use of locally source materials in production of palm kernel cracking machine and they were 

able to save some considerable amount of money while prioritizing the technological aspects. 

The prime mover i.e electric motor for this study is rated 2.5hp and a speed of 7500rpm and the 

optimal efficiency was achieved at 96% and 4% of cracking damage on the kernel.  

2.0. Materials and Method 

A. The in-feed unit 

  

The feeding unit consists of the feed hopper and the in-feed elbow. The feed hopper design was 

largely influenced by the throughput capacity required to make the performance of the machine 

atisfactory. The feed hopper is made in the shape of a frustum (290 × 80 ×240mm), and is 

inclined horizontally at an angle of 60°. This is to ensure free fall of the kernels through the 

hopper, to prevent jamming of kernels at the throat, and to make the feed hopper self-cleaning. 

However, the feed hopper itself is made of mild steel. 

B. The cracking unit 

The cracking chamber, takes the shape of a hollow cylindrical tube with rectangular (channel-

shaped) impeller blades at its core. The cylinder measures 385 × 410mm in its minor and major 

diameters respectively, and 165mm in its length. The cracking chamber is bored at a diameter of 

90mm at the back surface to enable the passage of the driving shaft to the core of the chamber 

through the ball bearing. However, the core of the cracking chamber is characterized with the 

impeller tube and blades; the tube being the carriage for the rotation of the blades. 

C. The driven unit 

 

The driven unit consists of the prime mover; the electric motor, the 2 two-way pulleys and the 

belt drive. The electric motor is rated 2.5hp, with the pulleys ranging in diameter sizes of 130mm 

to 90mm. The belt drive is a V-belt (A60) spanning through a length of 680mm. 

 

D. The Cleaning Unit 

The cleaning unit is made up of a rectangular metallic mesh with uniform rectangular grooves of 

diameter 15mm. This unit is directly attached to the nut outlet discharge of the cracking 

chamber, and it spans a total length of 420mm, width of 200mm, and height of 120mm. This unit 

operates in the form of an agitated basket, and is stimulated by the vibration effect from the 

electric motor; an action which operate as a gyroscopic motion. 
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2.1. Design Consideration 

In order to design a robust system that will crack palm kernel nut without damaging the kernel, 

we have to put a lot of measures in the designing process to forestall the man – hour time lost, 

cost of production as well as energy conservation 

1. the physical and mechanical configuration of the palm kernel nut 

2. the machine durability 

3. energy conservation 

4. the ease of machine usage and repair. 

2.2. Design Analysis 

A. The cracking unit 

Kinetic energy of kernels = Impact energy of kernels on the cracking wall 

=2

2

1
mv  Impact Energy       (1) 

But, Impact energy on the cracking wall = Work required to deform a kernel 

 Work x
F


2
        (2) 

Where F is the force or load applied, and x is the distance travelled; in this regard, the 

deformation on the kernels (e). 

Work required to deformation kernel ( ) e
F

w =
2

 

xr =



        (3) 

A

p
and

A

p
== 

2
       (4) 

Therefore, r =2, and F = 2P 

 Substituting this into W e
p
=

2

2
 

epw =  

 Therefore, epmv =2

2

1

                       `       (5)
 

The product (Pe), defined as the energy of deformation, is given from experimental results as: 

0015Nm for Tenera nuts respectively. 

B. The design of impeller 

Tenera Variety: 

By substituting the value of mass and energy of deformation of Tenerant, the velocity required 

for cracking is obtained as: 
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9012.0
2

00766.0 2 =v
kg

                                                                                (6)
 

smv /33.15=  

But v = r ω; for a cracking impeller of radius, r = 100mm, angular velocity, ω is determined as: 

r

v
=           (7) 

 





2

60
=N          (8) 

Average linear speed required for the machine sm /52.205=  

Average linear speed required for the machine srad /15.205  

C. The shafting design 

Shafts are designed on the basis of strength, rigidity and stiffness. Radius of gyration (k), taking 

the cracking impeller and tube as a rectangular cross-section, just as shown in Figure 1:  

K = 0.289h                     (9) 

K =0.289 x0.35=0.1012m    

 But moment of inertial about the x-  axis  ( ) :1xx  

21 mkxx =  

Also 
12

1
3bh

xx =                      (10) 

The tangential force (f) to the axis of rotation given by the relation:  

F = m  

 Where   is the angular acceleration; whose maximum value is given as  

r2 =  

rmf 2=           (11) 

            (12) 

 Torque (T) = Fr 

         

D. Mechanical power requirement 

The minimum power requirement (p) = T                   (13) 

ED. The design for stiffness and rigidity (Torsional deflection)   

The design for stiffness and rigidity of a shaft is determined from its torsional deflection during 

usage. The torsional deflection per unit length of a working shaft should not be greater than 

0.25°/m. Torsional deflection of shafts: 

GJ

TL
=                    (14) 

Torsional deflection per unit length: 

GJ

T

L
=


 

Where T is the torsional stress on the shaft  

L = Length of shaft  

G = Modulus of rigidity of shaft (mild steel)  
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J = Polar moment of inertia of shaft. 

 But polar moment of inertial of shaft, 
32

4d
J


=      

The basic calculations for the sorting unit are embedded in the vibration effect required for 

motion along the sorting route. 

 

2.3. Machine Testing and Performance Analysis 

The developed the machine as shown in Fig 2.  Tests were carried out to determine the efficiency 

of the machine. Three different test were conducted in order to determine the efficiency of the 

palm kernel cracking machine, each of the sample contained 300, 400 and 500 palm kernels. The 

palm kernels for each of the sample value were fed through the hopper and flows through to the 

cracking chamber at a steady speed. The results were then recorded for the machine efficiency, 

cracking efficiency and mechanical damage kernel efficiency were also calculated using the 

equations below (15 - 17). 

𝐸𝑚 =
𝑊𝑈

𝑊𝑇
× 100       (15) 

𝐸𝐶 =
𝑊𝐶

𝑊𝑇
× 100      (16) 

𝑀𝑑 =
𝑊𝐶−𝑊𝑈
𝑊𝑇

× 100      (17) 

Where Em is the machine performance efficiency, Ec is the percentage cracked kernel efficiency, 

Md is the mechanical damaged efficiency, WU is the undamaged cracked kernel, WC is the total 

cracked kernel (damaged and undamaged) and WT  the total number of kernel fed into the system. 

 

3.0. Results and Discussion 

The result of the experiment carried out on the performance testing is shown below in Table 1. 

From the analysis it is observed that the performance of the palm kernel cracking machine is 

meritorious or a surefire. 

Table 1: Experimental result 

Inpu

t 

Cracke

d 

Uncracke

d 

Damage

d 

Undamage

d 

Percentag

e cracked 

(%) 

Machine 

efficienc

y (%) 

Machine 

damage

d (%) 

300 289 11 3 286 95.3 96.3 1 

400 384 16 2 382 95.5 96 0.5 

500 488 12 4 484 96.8 97.6 0.8 

 

4.0. Conclusion 

           From the result supra it is obvious that the cracking machine developed locally have been able to 

eliminate drudgery in manufacturing of palm kernel oil (P.K.O). the mean efficiency for the 

palm kernel cracking is at 96.6% machine efficiency suggesting that the system is meritorious. 

           Furthermore, the production of the palm kernel cracking machine is cost effective as the total cost 

of production did not exceed one hundred and forty thousand naira only (#140,000), the cost of 
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production can further be subsidized if the machine is produced in large quantity, the machine 

can be operated in small, medium and large scale. It is our prayer that the government should 

make finances available to our local farmers in order to bolster the production of palm kernel oil 

(P.K.O). This will reduce the lame production of the palm kernel oil (P.K.O). whilst 

reengineering our economy into a decent one.       
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Abstract 
Gamma radiation shielding of baked and unbaked granite bricks produced with 0%,10%, 20%, 30%, 40%, 50% of 

kaolin powder were investigated. A 3x3 inches NaI(Ti) detector and WinXCOM program were  used to measure the 

linear attenuation coefficients at different energies levels respectively.  Element composition of samples were 

analyzed using particle induced X-ray emission (PIXE) spectroscopy. Experimental and theoretical results were in 

good agreement based on low values of relative deviations (RD). Results show that adding kaolin to granite positively 

reduced the liquid permeability coefficients of the bricks but negatively reduced the shielding properties of the bricks. 

Optimum results were obtained from unbaked sample of granite brick produced with 50% of micro scale kaolin 

powder (GK50) with  linear attenuation coefficient (LAC) 0.1698 cm-1, 0.1464 cm-1 and 0.1412 cm-1,   mass 

attenuation coefficient  of 0.0663 cm2/g, 0.0572 cm2/g and 0.0552 cm2/g ,radiation protection efficiency (RPE) of 

38.36%, 34.11% and 33.13% for radiation energies levels of  661.6 keV, 1,173.2 keV, and 1,332.5 keV respectively 

and liquid permeability coefficient  of 6.53x10-11 m/s.  The study concludes that all brick samples were thermally 

stable, good in radiation shielding and efficient in liquid radioactive waste immobilization 

 

Keywords: 

Granite; Kaolin; Gamma shielding; Radioactive waste management; Liquid Permeability 

 
 

1. Introduction 

After the Chernobyl and Fukushima nuclear disasters, the safe storage and disposal of liquid 

radioactive wastes as well as environmental protection around hazardous materials have become a 

burning issue for some researchers in Environmental management and Engineering. The growing 

applications of nuclear technology in agriculture, medicine, power generation and research has 

generated global concern for environmental safety around radioactive wastes. Liquid radioactive 

wastes which are by-products of nuclear activities are major sources of hazardous radiations. The 

negative health and environmental impact of these radioactive wastes and their radiations are so 

enormous. Among all the radiations produced by radioactive wastes, gamma radiations have 

proved to be the most difficult to manage [1]. This is due to the higher penetrating power of 

gamma radiations. Therefore, the application of solid-state engineered barrier is important to 

immobilized these liquid radioactive wastes and shield all nuclear radiations especially gamma 

radiations emitting from these nuclear wastes [2]. In any cases where the radioactive waste is in 

liquid form, the liquid permeability, radiation shielding properties and the thermochemical 

stability of the shielding material are important factors for choosing high performance materials 

for the management and immobilization of liquid radioactive waste.  

Recently, several authors have investigated the radiation shielding capability of different materials 

like; kaolin, granite [3-6] without consideration to liquid permeabilities coefficients and 

thermochemical stabilities of these materials and their composites which are important factor to 

consider in choosing the right material for liquid radioactive waste immobilization and 

management.  The lack of liquid permeability and thermochemical stability evaluation of any 

radiation shielding material may result to radioactive waste leakage which has the potential to 

contaminate the environment and underground water bodies [7,8]. 

Some traditional radiation shielding materials such lead (Pb) and red mud (bauxite residue) have 

become less attractive because of their inherent disadvantages such as toxicity in the case of lead; 

corrosion and high liquid permeability in the case of red mud [9].C Among alternative materials 
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which include concrete, granite-kaolin, clay- steel slag, clay- fly ash, bentonite – red mud 

composites etc are under consideration for effective radiation shielding [10,11,1,12,3,4,13,5,6]  

Several researchers have shown granite and clay materials as a naturally, inexpensive materials 

with high density,  thermo-chemical stable, eco-friendly, corrosion resistant, and readily available 

with excellent performance in radiation shielding [5,14,13,6].  In this study, radiation shielding, 

liquid permeability properties as well as thermochemical stability of granite bricks produced with 

different percentage of kaolin powder were investigated.  Obtained results were compared with 

results of other emerging alternatives for possible deployment in liquid radioactive waste storage 

and management. 

  

2.   Theoretical Background 

Gamma radiation passing through any sample of thickness x (cm) under narrow collimated -beam 

geometry is transmitted according to Beer-Lambert’s law,  

I =   I0 𝑒−µ𝑥                (1) 

µ = 
𝐼𝑛

𝐼0
𝐼

𝑋
                       (2) 

I is attenuated radiation intensity, Io is initial radiation intensity, µ is linear attenuation coefficient 

(LAC), x is thickness of absorber. The mass attenuation coefficient, μ/ is the ratio of the linear 

attenuation coefficient to the density of the absorber [15]. 

Mass attenuation coefficient (MAC) = 
μ

ρ
         (3) 

The Half-Value Layer (HVL) and the Tenth Value Layer (TVL) are the thickness of the absorber 

that will reduce the intensity of radiations by a factor of two and ten, respectively. The HVL and 

TVL values which depend on the linear attenuation coefficient are given by Equations 4 & 5; 

HVL = 
ln2 

𝜇
 = 

0.693

𝜇
                   (4) 

TVL = 
ln10

𝜇
 =  

2.303

𝜇
                   (5) 

Another parameter which depends on the linear attenuation coefficient is the Mean Free Path 

(MFP). It is the thickness of absorber that attenuates the original intensity of radiation to 36.8 %, 

and it is determined by: 

 MFP = 
1

𝜇
              (6) 

Where, μ is the linear attenuation coefficient for a monoenergetic photons/ radiations. 

The Radiation Protection Efficiency (RPE) is a parameter that gives the effectiveness of any 

absorber of specific thickness to shield radiations. The RPE values for the samples under 

investigation was estimated by the Equation 7 [15]. 

 𝑅𝑃𝐸 = (1 - 
𝐼𝑥

𝐼0
) x 100.              (7) 

Relative Deviations (RD) between experimental and theoretical results for MAC were deduced 

from the relations shown in Equation 8 [16]. 

 RD = [ 

𝜇(exp )

𝜌
    −

𝜇(𝑤𝑖𝑛𝑥𝑐𝑜𝑚)

𝜌 

𝜇(exp )

𝜌

 ] x 100.          (8) 

Where 
µ(exp )

𝜌
   and   

𝜇(𝑤𝑖𝑛𝑥𝑐𝑜𝑚)

𝜌 
 denote the experimental and theoretical values of mass 

attenuation of the samples respectively. 

 

 Liquid permeability coefficient (K) is a measure of the ease at which a sample will permit the 

passage of radioactive liquids through it. To determine the liquid permeability coefficients of   

samples, Darcy’s formula was applied [2]. Darcy’s formula is expressed as 

  K = 
𝑄𝐿Ω

𝐴∆ℎ𝑡
                             (9) 
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Where, Q = volume of liquid collected after passing through the absorber (cm3), t = time of fluid 

flow (sec). Δh = change in water pressure height (cm), A = the area of the absorber (cm2) 

Ω = the dynamic viscosity of the fluid (poise or Pa.s) for distill water is 1  

L = the vertical Thickness of   the absorber (cm), K = the permeability of the absorber (darcy or 

m/s) 

Few experimental and theoretical studies have been carried out to determine radiation shielding 

properties and liquid permeability of different materials and composites. Isfahani et al.,[2] 

determined the liquid permeability and gamma shielding efficiency of clay modified by barite 

powder using both experimental and simulation methods. In that study, bentonite clay with 10%, 

20%, 30%, 40%, 60% and 80% of barite powder was prepared to find the optimum percent of 

barite powder with highest linear attenuation coefficient and lowest liquid permeability coefficient 

A (high pure germanium (HPGe) detector was used at gamma energies of 661.6, 1173.2 and 

1332.5 keV. They concluded that bentonite clay with 40% of barite is the optimum composition 

with a permeability factor of 8.87 9 x 10-11 m/s and linear attenuation coefficient of 16.46 m-1, 

12.2 m-1 and 11.99 m-1 at gamma energies of 661.6, 1173.2 and 1332.5 keV respectively.  

Agar et al.,[16] considered shielding properties of Pb/Ag-based alloys in the attenuation of gamma 

rays. The mass attenuation coefficients (μ/ρ) of these alloys were measured at various gamma 

energies between 81 keV – 1333 keV using HPGe detector. They reported that μ/ρ, RPE and HVL 

for four alloy samples composed of different percentage of Pb and Ag were determined 

experimentally, theoretically (WinXCom software) and computationally (MCNPX simulation 

code). The relative deviations between both experimental data - WinXCom and experimental data-

MCNPX values are less than 6% which confirmed that the μ/ρ values were obtained with high 

accuracy.75% Pb and 25% Ag alloy sample has the maximum radiation protection efficiency 

(about 53% at 81 keV). Jawad et al., [17] studied the Radiation shielding properties of some 

ceramic samples. Eight types of ceramic materials were tested against gamma ray, each type of 

ceramic modified as glazed and unglazed. The results of the study showed that glazed ceramics 

are better than unglazed in the attenuation of gamma radiation. Isfahani et al., [12] experimentally 

studied the effect of adding steel slag (industrial wastes,) at 10, 20, 30 and 40% mixture to 

bentonite clay using HPGe detector in order to improve gamma radiation shielding performance at 

different gamma energies. The results showed that adding steel slag improved the radiation 

shielding performance of bentonite clay, whereas the mixtures were more permeable to liquid. 

They noted that 40% steel slag gives the highest gamma radiation shielding coefficient.      

Mann et al.,[4] experimentally investigated clay fly ash bricks for gamma-ray shielding using 

NaI(Tl) detector at 661.6 keV, 1,173.2 keV, and 1,332.5 keV. The clay fly ash bricks showed 

good shielding properties for moderate energy gamma rays.               

Olukotun et al.,[3] studied gamma radiation shielding strength of two clay-materials (Ball clay 

and Kaolin). They employed theoretical and experimental procedures to determine the mass 

attenuation coefficient, μ/ρ (cm2g-1) of clay at gamma energies between 609.31 and 1764.49 keV. 

A (HPGe) detector was used for the experiment.  

 

3.   Materials and Method 

3.1 Samples 

The granite sample used in this research was obtained from Ezillo, quarry site Ebonyi state, 

Nigeria (5.4155°N, 7.8586°E) while kaolin sample was obtained from Umuahia kaolin mining site 

Abia state, Nigeria (5.51660N, 7.45390E). The granite specimen was gray, with an average density 

of 2.68 g/cm3.  

 

3.2   Samples Preparation 

The samples preparation procedures were carried out as follows;   

i. Test samples were collected as mined in lump forms, crushed to suitable sizes and sun-

dried for five days. Samples were pulverized, sieved (with sieve of mesh sizes 2μm). 
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Natural granite (GK00) and granite modified with 10% (GK10), 20% (GK20), 30% 

(GK30), 40% (GK40) and 50% (GK50), of micro scale Kaolin powder were also 

prepared into two parts. 

 

ii.  Samples were weighed accurately using an electronic weighing balance with an 

accuracy of 0.01g and mixed thoroughly by adding appropriate amount of distilled 

water.  Mixtures prepared were molded and pelletized into bricks of thickness 3cm, 

labeled and sun-dried for 3 days for curing and to remove natural moisture in 

accordance with American Society for Testing and Material ASTM D6913 [18],[19]. 

This means twelve samples for gamma attenuation tests. The first part of the test 

samples GK00 GK10, GK20, GK30, GK40, GK50, was labeled and left to maintain 

normal lab temperature of 270C and was referred to as ‘UNBAKED SAMPLES’. The 

second part GK00 GK10, GK20, GK30, GK40, GK50, were baked to temperature of 

10000 C for 100 min at a heating rate of 10 °C/min using a carbolite muffle furnace. 

After which the baked samples were relabeled to GK00B GK10B, GK20B, GK30B, 

GK40B, GK50B, and referred to as ‘BAKED SAMPLES’. At the end of the 

experiments, the melting points of all brick samples were determined 

3.3   Measurement  
 

3.3.1 Radiation Shielding test 

Twelve (12) of these samples (6 baked and 6 unbaked samples) were subjected to gamma 

radiations test at commonly used gamma radiation energies 661.6 keV and 1173.2keV and 1332.5 

keV. The gamma spectrometry system employed consist of a 3 x 3 inches NaI(Ti) detector, at 

Centre for Energy Research and Development (CERD), Obafemi Awolowo University, Ile-Ife. 

The detector was coupled to Gamma Spectacular (model GS-2000 Pro) multichannel analyzer and 

further linked to a computer for display. During the determination of counts, source materials 
137Cs and 60Co was enclosed in a lead enclosure with a single face aperture of 6mm, placed at the 

back of the source collimator. Samples were irradiated under narrow beam transmission geometry 

by photons emitted from 137Cs (661.6 keV) and 60Co (1173.2 keV and 1332.5 keV) procured 

from National Institute of Radiation Protection and Research Ibadan (Nigerian Nuclear Regulatory 

Authority).  Counting was accomplished by measuring the spectra of point sources emitting 

gamma rays.  The transmitted spectra were then allowed to record for sufficient time (900 

seconds) to collect adequate number of counts under the photopeak so as to limit the statistical 

error to the lowest level. The background counts were recorded (Io). When a new sample was 

inserted, a new spectrum was recorded and the count rate of interest area in the photopeak was 

measured for each sample(I). The experimental setup for radiation shielding test is shown in 

Figure 1. 

 

 
 

  Figure 1: The experimental setup for radiation shielding test. 
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Data acquisition and analysis of gamma-ray spectra for I and Io were achieved using Theremino 

software. This measuring method, similar to other experimental tests, includes little uncertainty.  

 

 

Therefore, the maximum experimental uncertainty of the measured linear attenuation coefficients 

(LAC) was calculated by using the Equation 10 derived from the error propagation formula[20]. 
 

   Δ(µ) = 
1

𝑋
 √(

𝛥𝐼0

𝐼0
)2 + (

𝛥𝐼

𝐼
)2 + (𝐼𝑛

𝐼0

𝐼
)2(

∆𝑥

𝑥
)2       (10) 

Where: 𝛥t, 𝛥I0 and 𝛥I are errors in the value of x, I0 and I, respectively. 

The estimated error in the measurement of linear attenuation coefficient was computed.  These 

errors / uncertainties were mainly due to counting procedures, thickness measurements, the 

evaluation of peak areas, and slight deviations from narrow beam geometry in source detector 

arrangements. Furthermore, results of element analysis of these samples carried out using PIXE 

spectrometry shown in Table 6 was also imputed to determine the radiation shielding performance 

using WinXCOM database program. This is to enable a comparative analysis of experimental and 

theoretical results and also to validate the experimental radiation shielding results. 

  

3.3.2 Liquid permeability test 

To measure the liquid permeability coefficient of each of the brick samples, a rigid wall 

permeameter was used. The constant head permeability test procedure was adopted for simplicity. 

Cylindrical tube / mould with 3.8cm diameter and 40cm height were used to measure the liquid 

permeability coefficient of each of the brick samples. The powdered samples were fried for 15 

minutes to eliminate moisture and put   in the cylindrical mold and each layer compacted into 

bricks by 25 drops of the standard hammer in accordance with ASTM D 5856-95 [18]. Initially, 

the specimen was allowed to be saturated with distil water at very low hydraulic gradient (so as to 

avoid any compression of air into the voids). After the saturation was completed, the measurement 

for liquid permeability tests was carried out. The water output rate becomes relatively permanent 

and the system reaches the steady state condition. Thus, by recording the time 60sec, volume of 

out coming water flow (Q), change in water pressure height (Δh) and geometry properties of 

sample such as area (A) and thickness/ Length of the sample (L), liquid permeability coefficient of 

the samples (K) by Darcy’s law were calculated  
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Table 1: Mass attenuation coefficient & relative deviation for unbaked granite – kaolin composite 

bricks 

 

 

 

Table 2: Mass attenuation coefficient & relative deviation for baked granite – kaolin composite 

bricks 
 

 

Table 3: Radiation protection efficiency of samples  

 
RADIATION PROTECTION  

EFFICENCY (%) FOR UNBAKED SAMPLES 
RADIATION   PROTECTION  

EFFICENCY (%) FOR BAKED SAMPLES 

SAMPLE 
CODE 

661.6 

(KeV) 
1173.2 

(KeV) 
1332.5 

(KeV) 
SAMPLE 
CODE 

661.6 

(KeV) 
1173.2 

(KeV) 
1332.5 

(KeV) 

GK00 43.30 39.58 38.15 GK00B 42.60 38.51 37.46 

GK10 41.98 38.27 36.76 GK10B 41.37 37.89 36.17 
GK20 41.01 37.24 35.87 GK20B 41.00 36.73 35.37 
GK30 39.72 34.99 34.14 GK30B 39.20 34.69 33.83 
GK40 39.38 34.96 33.98 GK40B 38.79 34.36 33.39 
GK50 38.36 34.11 33.13 GK50B 37.82 33.83 32.83 

 

 

Table 4: Liquid permeability measuring constants/parameters 

 

 

 

 

SAMPL

E 

DENSITY 

(g/cm3) 
MAC   for 

           661.6 KeV in (cm2/g)  

MAC   for 

1173.2 KeV in (cm2/g) 

MAC   for 

1332.5 KeV in (cm2/g) 
RELATIVE DEVIATION 
BETWEEN EXP. AND 
WINXCOM RESULTS FOR 
VARIOUS ENERGY LEVELS 
(%)  

Experimental 
± 5% 

Theoretical Experimenta
l 

± 5% 

Theoretical Experimenta
l 

± 5% 

Theoretical 

661.6keV 1173.2keV 1332.5keV 

GK00 2.68 0.0703 0.0697 0.0625 0.0617 0.0595 0.0595 0.74 1.34 0.00 

GK10 2.65 0.0694 0.0682 0.0615 0.0610 0.0584 0.0584 1.66 0.78 0.00 

GK20 2.63 0.0685 0.0679 0.0605 0.0570 0.0576 0.0565 0.75 4.37 1.96 

GK30 2.60 0.0681 0.0656 0.0585 0.0574 0.0567 0.0543 3.64 1.83 4.18 

GK40 2.58 0.0674 0.0641 0.0579 0.0569 0.0559 0.0537 4.89 1.63 4.00 

GK50 2.56 0.0663 0.0631 0.0572 0.0572 0.0552 0.0547 4.79 0.00 0.80 

SAMPLE DENSITY 

(g/cm3) 
MAC for 

           661.6 KeV in (cm2/g)  

MAC   for 

1173.2 KeV in (cm2/g) 
MAC   for 

1332.5 KeV in (cm2/g) 
RELATIVE DEVIATION 
BETWEEN EXP. AND 
WINXCOM RESULTS FOR 
VARIOUS ENERGY LEVELS (%)  

Experimental 

± 5% 

Theoretical Experimental 

± 5% 

Theoretical Experimental 

± 5% 

Theoretical 

661.6keV 1173.2keV 1332.5keV 

GK00B 2.68 0.0703 0.0696 0.0616 0.0616 0.0594 0.0583 0.91 0.00 1.83 

GK10B 2.65 0.0690 0.0688 0.0616 0.0615 0.0581 0.0564 0.30 0.17 3.00 

GK20B 2.63 0.0689 0.0680 0.0603 0.0595 0.0575 0.0562 1.26 0.18 1.89 

GK30B 2.60 0.0679 0.0663 0.0581 0.0573 0.0564 0.0545 2.31 1.39 3.41 

GK40B 2.58 0.0673 0.0669 0.0577 0.5664 0.0557 0.0544 0.52 1.83 2.21 

GK50B 2.56 0.0672 0.0649 0.0584 0.0581 0.0562 0.0545 3.45 0.46 3.02 

TIME (sec) 60 

DIAMETER OF SAMPLE   BED (L) (cm) 3.8 

LENGTH OF SAMPLE   BED (L) (cm) 31.5 

AREA OF SAMPLE    BED (cm2) 11.34 

TEMPRATURE  0C 28.5 
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Table 5: Liquid permeability test result for granite – kaolin composite bricks 

 

 

 

 

 

 

 

 

 

 

 

 

                         

Liquid permeability is measure in Darcy (D) or m/s, where 1 D = 0.986910-12 m/s. One Darcy is 

the permeability of a sample 1 cm long with a cross-sectional area of 1 cm2, when a pressure 

difference of 1 dyne/cm2 between the ends of the sample causes a fluid with a dynamic viscosity 

of 1 poise to flow at a rate of 1 cm3/s [21,11,22]. 

 

Table 6: Element analysis result for unbaked granite– kaolin composite bricks 

 

 

 

 

 

 

 

 

 

 

 

 

SAMPLE %   of   

Kaolin in 

Granite  

DENSITY

(g/cm3) 

WATER 

DISCHARGED 

(Q) (cm3) 

FLOW 

RATE 

(cm3/s) 

h1 

(mmH2O) 

h2 

 

(mmH2O) 

CHANGE 

IN WATER 

HEIGHT 

(Δh) 

 

(mmH2O) 

LIQUID 

PERMEABIL

ITY (Darcy) 

 

 

LIQUID 

PERMEABILITY 

(ms-1) 

GK00 00 2.68 60.89 1.01 236.00 239.98 3.98 40.72 4.03x10-11 

GK10 10 2.65 56.15 0.94 232.00 235.84 3.84 43.74 4.32x10-11 

GK20 20 2.63 51.30 0.86 242.00 245.69 3.69 49.13 4.85x10-11 

GK30 30 2.60 48.89 0.81 224.00 227.48 3.48 55.70 5.50x10-11 

GK40 40 2.58 45.13 0.75 232.00 235.21 3.21 61.85 6.10x10-11 

GK50 50 2.56 44.01 0.78 234.00 237.07 3.07 66.21 6.53x10-11 

SAMPLE CODE  GK00  GK10  GK20  GK30  GK40  GK50 

  
MELTING POINT 1334°C 1796°C 1812°C 1827°C 1844°C 1856°C 

DENSITY (g/cm3)     2.68 2.65 2.63 2.60 2.58 2.56 

Element     Element concentration by weight per 1millgram 

Mg 0.0134 0.0144 0.0168 0.0182 0.0218 0.0230 

Al 0.1861 0.2201 0.2421 0.2694 0.2882 0.3014 

Si 0.6482 0.5281 0.5101 0.4816 0.3965 0.3241 

P 0.0481 0.0366 0.0231 0.0120 0.0084 0.0031 

K 0.0245 0.0623 0.0859 0.0994 0.1002 0.1021 

Ca 0.0181 0.0198 0.0200 0.0894 0.1038 0.2041 

Ti 0.0101 0.0102 0.0096 0.0088 0.0072 0.0041 

V 0.00014 0.00004 - - - - 

Cr - - - - 0.0002 0.0002 

Mn 0.00024 0.00024 0.00020 0.00018 0.00018 0.00018 

Fe 0.0285 0.0224 0.0101 0.0064 0.0046 0.00019 

Cu 0.00081 0.0010 0.0014 0.0019 0.0022 0.0024 

Zn 0.0052 0.0031 0.0018 - 0.0008 0.00013 

Others 0.0166 0.0816 0.0794 0.0127 0.0656 0.03319 

TOTAL 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
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Table 7: Comparison of some materials / composites for gamma attenuation and Liquid waste 

immobilization  

 

- Not reported 

 

 
Figure 2: Variation of % mixture against Mass attenuation coefficients for unbaked granite – 

kaolin composite bricks 

 
Figure 3: Variation of % mixture against Mass attenuation coefficients for baked granite – kaolin 

composite bricks 

Samples with maximum 

Mass attenuation 

coefficient 

Density 

(g/cm3) 

Linear attenuation coefficient 

(cm-1) 

Liquid  

permeability 

(m/s) 

   

References 

661.6 

keV 

1173.2 

keV 

1332.5 

keV 

Clay& 40% barite powder 

composite 

2.55 0.1646 0.1220 0.1199 8.87x 10-11 [2] 

Clay- 40% steel slag composite 2.00 0.1587 0.1191 0.1098 3.31x10-10 [12] 

Baked kaolin (B2) 1.96 - 0.1180 0.1105 - [3] 

Concrete  2.30 - 0.1366 0.1279 - [10] 

Lead (Pb) 11.34 1.0331 0.7258 0.6940 - [6] 

Bauxite residue (Red Mud) 2.65 0.2165 0.1590 0.1495  [37] 

Unbaked kaolin 2.25 0.1656 0.1262 0.1186 2.33 x 10-12 [11] 

Clay-10% fly ash bricks 2.47 0.1364 0.1076 0.1023 - [4] 

 Granite100% (GK00) 2.68 0.1885 0.1674 0.1596 4.03x10-11 Present study 

Granite-50% Kaolin (GK50) 2.56 0.1698 0.1464 0.1412 6.53x10-11 Present study 
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Figure 4: Variation of mass attenuation coefficient with incident energy for different samples of 

unbaked granite – kaolin composite bricks 

 
Figure 5: Variation of mass attenuation coefficient with incident energy for different samples of 

baked granite– kaolin composite bricks 

 
               Figure 6:  variation of liquid permeability coefficient against bricks % mixture. 
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4.    Results and Discussion 

Gamma radiation shielding properties (LAC, MAC & RPE) and liquid permeability coefficients of 

baked (1000oC) and   unbaked (27oC) Natural granite (GK00) and granite bricks produced with 

10% (GK10), 20% (GK20), 30% (GK30), 40% (GK40) and 50% (GK50), of micro scale kaolin 

powder were investigated to determine the optimum composition mixture of granite and kaolin 

composite brick with maximum linear attenuation coefficient and allowable liquid permeability 

coefficient. The experimental and theoretical mass attenuation coefficient for all the samples at 

gamma-ray energies of 661.6, 1173.2 and 1332.5 keV for both baked and unbaked composites are 

shown in Tables 1 and 2, and graphically presented in Figure 1and 2. The mean values of relative 

deviations (RD) between experimental and theoretical mass attenuation coefficient were computed 

as 2.75%, 1.66%, 1.82% for gamma energies 661.6, 1173.2 and 1332.5 keV respectively. 

Considering the low relative deviation values, which is within an acceptable limit of less than 5% 

[16], we can comfortably assert that the experimental results were in good agreement with the 

theoretical results. The discrepancy between theoretical values and experimental values were due 

to deviations from narrow-beam geometry in the source-detector geometry, error in density 

measurements, mixture rule that ignores the interactions between atoms and other unforeseeable 

errors as reported by [23]. Such effects and discrepancies have been observed by earlier 

investigators on different materials [24,25].  Therefore, any of these techniques (experimental or 

theoretical) could be applied independently with reasonable accuracy for the measurement of 

linear attenuation coefficient and investigation of radiation shielding of materials. Radiation 

protection efficiency (RPE) as clearly displayed on the result in Tables 3 which signifies the 

shielding abilities of these materials in percentage.  

The result showed that unbaked samples were slightly more efficient than baked samples for 

gamma radiation shielding in term of their linear attenuation coefficients. This implies that the 

energy expanded in the baking process did not yield the expected result due to slight decrease in 

densities of baked bricks.  From the study, it was observed that linear attenuation coefficient is 

dependent on density, atomic mass, thickness of the sample and the energy of the radiation which 

is in line with assertion made by other researchers. It was also observed that the mass attenuation 

coefficient (MAC) decreases as the gamma-ray energy increases for both baked and unbaked 

samples, indicating the strong dependence of MAC on gamma-ray energy.  Mass attenuation 

coefficient is higher for lower energies. Baked brick samples have different mass attenuation 

coefficient, this is as a result of effect of density on the shielding of materials. The decrease in 

density observed was mainly caused by a breakdown of interlayer structures (200 °C), loss of 

zeolite (200–300 °C), loss of crystalline (400 °C), and loss of structural water (above 600 °C) in 

granite and kaolin [26,27] and dehydroxylation (loss of hydrogen bonds) and reorientation 

(resultant phase shift) or the shrinking of kaolin crystal structure which is usually around 20% [28] 

at temperature above 9500C. Although slight cubic expansion was expected during temperature 

treatment this occurred between 60oC - 300oC before slight volume contractions were observed 

due water loss, dehydroxylation and intra space occupation which is common for granite and 

kaolin materials [27,1,19]. In this study, melting temperatures of these brick samples were 

observed between 1334°C - 1856 °C, at ambient pressure as shown in Table 6.  It is important to 

note that the highest melting point was observed in 50% granite – 50% kaolin composite brick 

with samples code of GK50 which signify high level of thermochemical stability. It could be 

observed that introduction of kaolin to granite significantly elevated the melting points of brick 

samples based on percentage/quantity of kaolin added.  This is also in line with recent studies 

carried out by Diaz,[30] and Xu Xiao-li et al, [31].  Considering the melting points of these bricks, 

granite – kaolin composite bricks have shown to be thermochemically stable to withstand 

temperature fluctuations which may occur during radioactive waste storage and management. The 

observed Similarities in results obtained from gamma radiation test of baked and unbaked brick 

samples shown in Figures 2 & 3, and 4 & 5, signify the thermochemically stability of these bricks 
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and by extension their firm mechanical properties enough to withstand environmental fluctuations 

during radiation shielding and radioactive waste storage procedures. 

 The liquid permeability and radiation shielding tests indicate that increasing the percentage of 

kaolin powder in granite will not satisfy both maximum linear attenuation coefficient and 

minimum liquid permeability at the same time. These were clearly shown in Table 4. It was 

further observed that adding kaolin to granite powder negatively reduces the gamma radiation 

shielding ability of granite but positively reduces the liquid permeability coefficient of samples. 

This is similar to early observation made by Isfahani et al., [2] for clay and barite composites. 

Literature has shown that the liquid permeability coefficient of every material is determined by 

many factors like; particle size, nature of absorbed liquid, impurities in the liquid, void ratio of 

material, pressure, temperature and Atterberg limit [32]. However, this study has displayed a clear 

dependence of liquid permeability on the percentage of kaolin used for each brick. From Table 5 

which is graphically represented in Figure 6, liquid permeability decreases with an increase in 

density. The radiation shielding properties and liquid permeability of granite - kaolin gave good 

result when compared with other radiation shielding alternatives as clearly in Table 7.   

 Elemental composition analysis performed on all the brick samples showed that the major 

components of these bricks were Silicon, Aluminum, Magnesium, Potassium and Calcium oxides, 

as also reported by [33,34]. The deeper coloration of samples after temperature treatment were due 

to Fe2+ ions oxidized to Fe3+ ions by expelled oxygen molecules.  

 

5. Conclusion 

The study concludes that, granite – kaolin composite bricks as naturally inexpensive materials 

with relative high density, high thermo-chemical stability, eco-friendly, corrosion resistance, and 

readily available have shown good performance in radiation shielding and liquid permeability 

coefficient.  All results obtained from all samples were good in radiation shielding with 

permeability coefficient factors under allowable limit of 1 x 10-6m/s to 1 x 10-14m/s [35,36]. This 

makes all unbaked samples under consideration emerging alternatives for liquid radioactive waste 

immobilization and management.   

However, due special consideration to liquid permeability coefficient and thermochemical 

stability, optimum results were obtained from unbaked sample of granite brick produced with 50% 

of micro scale kaolin powder (GK50) with  linear attenuation coefficient (LAC) 0.1698 cm-1, 

0.1464 cm-1 and 0.1412 cm-1,   mass attenuation coefficient  of 0.0663 cm2/g, 0.0572 cm2/g and 

0.0552 cm2/g,  radiation protection efficiency (RPE) of 38.36%, 34.11% and 33.13% for radiation 

energies levels of  661.6 keV, 1,173.2 keV, and 1,332.5 keV respectively and liquid permeability 

coefficient  of 6.53x10-11 m/s. Therefore, a multilayered exterior wall made of compacted unbaked 

granite bricks produced with 50% kaolin powder should be deployed in liquid radioactive waste 

management due its excellent radiation shielding for low energy gamma radiations, its 

thermochemical stability and good result in liquid radioactive waste immobilization.  
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Abstract 
 

Cauchy – Riemann equations is considered as one of the simplest equations in complex analysis. The 

Cauchy – Riemann equation was solved analytically and using Matlab which is one of the most 

famous mathematical programs in solving mathematical problems. This paper compares the 

individual solutions using the Matlab algorithm and the analytical method 

 

Keywords: Comparative, Analytical Solution, Matlab Solution, Cauchy – Riemann Equations, 

Harmonic.  

1. Introduction: 

 Consider the Cauchy – Riemann equations are important equations in the 

complex analysis through which it is possible to know the function of the ear to 

which he was able to derive or not. We found through the equations of Cauchy – 

Riemann as the function accepts the derivation it is analysis either did not accept 

derivation is non – analysis.  

The meaning is due to French Mathematician Argstine Louis Cauchy and 

German mathematician Bernard Riemann. 

The Cauchy – Riemann equations on a pair of real – valued functions of two 

real variables 𝑢(𝑥, 𝑦) and 𝑣(𝑥, 𝑦) are the two equations: 

𝜕𝑢

𝜕𝑥
=

𝜕𝑣

𝜕𝑦
                         ,                      

𝜕𝑢

𝜕𝑦
=  −

𝜕𝑣

𝜕𝑥
 

Matlab is one of the high – performance languages that is generally used for 

purpose of technical computing. Matlab creates an easy – to use environment where 

understandable mathematical notations are used express the problems and solutions. 

2.Some Definitions  

Definition (2.1): Let 𝐹 be a function whose domain contains a neighborhoods of a 

point  𝑧°. The derivative of 𝐹 at 𝑧° written �́�(𝑧°)is defined by the equation  

�́�(𝑧°) = lim
z→z°

𝐹(𝑧) −  𝐹(𝑧°)

−𝑧°
          (1) 

Provided this limit exists the function 𝐹 is said to be differentiable at 𝑧° when its 

derivative at 𝑧° exists by expressing the variable 𝑧 in definition (1) in terms of the 

new complex variable ∆𝑧 = 𝑧 − 𝑧° 
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NIPES Conference Proceedings 

Oct. 2021:  th8-thhe Nigerian Institution of Professional Engineers and Scientists 7tInternational Conference of  stThe 1 

114-124    
  www.nipesjournals.org.ng 

 

 
115 

 

 

We can write that definition as 

�́�(𝑧°) = lim
∆z→0

𝐹(𝑧°+∆𝑧)− 𝐹(𝑧°)

∆𝑧
   [7]  

Definition (2.2): If the derivative �́�(𝑧) exists at all point 𝑧 of a region 𝑅 then 𝐹(𝑧) is 

said to be analytic in 𝑅 and is referred to as an analytic function in 𝑅. A function 

𝐹(𝑧) is said to be analytic at a point 𝑧° if there exists a neighborhood 𝑧 − 𝑧° < 𝛿 at 

all point of with �́�(𝑧) exists.[12] 

Example (2.3): Determine if the function 𝑧̅ is analytic or not. 

Solution: Let 𝐹(𝑧) = 𝑧̅ = 𝑧 − 𝑖𝑦  

𝑢(𝑥, 𝑦) = 𝑥,         𝑣(𝑥, 𝑦) =  −𝑦  

Differentiating partially, we get  

𝜕𝑢

𝜕𝑥
= 1,     

𝜕𝑢

𝜕𝑦
= 0,   

𝜕𝑣

𝜕𝑥
= 0,     

𝜕𝑣

𝜕𝑦
=  −1  

Which shows that Cauchy – Riemann equations are not satisfied there fore 𝐹(𝑧) = 𝑧 ̅

is not analytic.[1] 

Definition (2.4): A real valued function 𝑢 of two real variables 𝑥, 𝑦 defined a domain 

𝐷 is said to be harmonic in 𝐷 if it has continuous partial derivatives of second order 

that satisfy in 𝐷 Laplac’s equation:  

∆𝑢 = 𝑢𝑥𝑥 +  𝑢𝑦𝑦 = 0 [8] 

Theorem (2.5):If 𝐹(𝑧) = 𝑢(𝑥, 𝑦) +  𝑖𝑣(𝑥, 𝑦) is analytic and the functions 𝑢(𝑥, 𝑦) 

and 𝑣(𝑥, 𝑦) have continuous second order partial derivatives then 𝑢(𝑥, 𝑦) and 𝑣(𝑥, 𝑦) 

are harmonic. 

Proof: The second hypothesis is redundant because it can be shown that an analytic 

function has continuous partial derivatives of all order.  

The harmonically of 𝑢 and 𝑣 is a simple consequence of the following Cauchy – 

Riemann equations: 
𝜕𝑢

𝜕𝑥
=

𝜕𝑣

𝜕𝑦
   ,

𝜕𝑢

𝜕𝑦
  =

−
𝜕𝑣

𝜕𝑥
 (2)                                                                                      

Using these equations we obtain : 

𝜕2𝑢

𝜕𝑦2 =
𝜕

𝜕𝑥
[

𝜕𝑣

𝜕𝑦
] , 

𝜕

𝜕𝑦
[

𝜕𝑣

𝜕𝑥
] =  −

𝜕2𝑢

𝜕𝑦2 

From which 
𝜕2𝑢

𝜕𝑥2 =  −
𝜕2𝑢

𝜕𝑦2 Or 
𝜕2𝑢

𝜕𝑥2 +
𝜕2𝑢

𝜕𝑦2 = 0  

http://www.nipesjournals.org.ng/
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So  𝑢 is harmonic .Similarly by differentiating both sides of (2) we found  

𝜕2𝑣

𝜕𝑥2 +
𝜕2𝑣

𝜕𝑦2 = 0 . So  𝑣 is harmonic  

∴ 𝐹(𝑥) = 𝑢(𝑥, 𝑦) +  𝑖𝑣(𝑥, 𝑦) is harmonic function.[12] 

Definition (2.6): If a function in not analytic at 𝑧° but is analytic for are least one 

point in every neighborhood of 𝑧° then 𝑧° is called a singularity of that function.[2]  

3.Cauchy – Riemann Equation: 

Theorem (3.1): If 𝛾 is a simple closed anticlockwise curve in the complex plane and 

𝐹(𝑧) analytic or some open set that includes all of the curve 𝛾 and all points inside 𝛾 

then : 

∫ 𝐹(𝑧)

𝛾

 𝑑𝑧 = 0  

Proof: We write 𝑑𝑧 = 𝑑𝑥 + 𝑖 𝑑𝑦  and use Green’s theorem on: 

∫ 𝐹(𝑧)

𝛾

 𝑑𝑧 = ∫ 𝐹(𝑧)  𝑑𝑥 + (𝑖𝐹(𝑥)) 𝑑𝑦  

∫ 𝐹(𝑧)

𝛾

 𝑑𝑧 = ∬ [
𝜕(𝑖𝐹(𝑧))

𝜕𝑥
−

𝜕𝐹(𝑧)

𝜕𝑦
]

𝑅

 𝑑𝑥 𝑑𝑦  

(with 𝑅 demoting the inter of 𝛾)  

If you recall the proof of 𝐶𝑅 equation you will remember that:  

𝐹(𝑧) = lim
h→0

𝐹(𝑧 + ℎ) − 𝐹(𝑧)

ℎ
 

Can be taken in any direction at once 

𝐹(𝑧) =
𝜕𝐹(𝑧)

𝜕𝑥
=

1

𝑖

𝜕𝐹(𝑧)

𝜕𝑦
 

It follows that the integrand of the double integral we get from Green’s theorem  

𝜕(𝑖𝐹(𝑧))

𝜕𝑥
−

𝜕𝐹(𝑧)

𝜕𝑦
= 𝑖 [

𝜕(𝑧)

𝜕𝑦
−

1

𝑖

𝜕𝐹(𝑧)

𝜕𝑦
] = 0  

So we get  

http://www.nipesjournals.org.ng/
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∫ 𝐹(𝑧)
𝛾

 𝑑𝑧 = 0 [14] 

Definition (3.2):A necessary conditions that 𝑤 = 𝐹(𝑧) = 𝑢(𝑥, 𝑦) + 𝑖𝑣(𝑥, 𝑦) be 

analytic in a region 𝑅 are 𝑢 and 𝑣 satisfy the Cauchy – Riemann equations  

𝜕𝑢

𝜕𝑥
=

𝜕𝑣

𝜕𝑦
,    

𝜕𝑢

𝜕𝑦
=  −

𝜕𝑣

𝜕𝑥
         (3). [12]  

Proposition (3.3):Let 𝐹 = 𝑢 + 𝑖𝑣  be holomorphic on an open set 𝑈 then both the 

partials of both 𝑢 and 𝑣 exist or 𝑈 and for any 𝑧 = 𝑥 + 𝑖𝑦 ∈ 𝑈. 

𝜕𝑢

𝜕𝑥
=

𝜕𝑣

𝜕𝑦
and 

𝜕𝑢

𝜕𝑦
=  −

𝜕𝑣

𝜕𝑥
 

Proof: Since 𝐹 is holomorphic at 𝑧 = 𝑥 + 𝑖𝑦 

𝐹(𝑧) = lim
w→o

𝐹(𝑧 + 𝑤) −  𝐹(𝑧)

𝑤
 

𝐹(𝑧) = lim
w→0

𝑢(𝑧 + 𝑤) − 𝑢(𝑧)

𝑤
+  𝑖 lim

w→0

𝑣(𝑧 + 𝑤) − 𝑣(𝑧)

𝑤
 

Exist let 𝑤 = ℎ + 𝑖𝑘 so we get  

𝐹(𝑧) = lim
h+ik

𝑢(𝑥 + ℎ, 𝑦 + 𝑘) − 𝑢(𝑥, 𝑦)

ℎ + 𝑖𝑘 
+ 𝑖 lim

h+ik

𝑣(𝑥 + ℎ, 𝑦 + 𝑘) − 𝑣(𝑥, 𝑦)

ℎ + 𝑖𝑘 
 

In particular if we let 𝑘 = 0 and ℎ → 0 and let ℎ = 0 and 𝑘 → 0  we get the same 

limit so that  

𝐹(𝑧) = lim
h→0
k→0

𝑢(𝑥 + ℎ, 𝑦 + 𝑘) − 𝑢(𝑥, 𝑦)

ℎ + 𝑖𝑘 
+  𝑖 lim

h→0
k→0

𝑣(𝑥 + ℎ, 𝑦 + 𝑘) − 𝑣(𝑥, 𝑦)

ℎ + 𝑖𝑘 
 

𝐹(𝑧) = lim
h→0

𝑢(𝑥 + ℎ, 𝑦) − 𝑢(𝑥, 𝑦)

ℎ
+ 𝑖 lim

k→0

𝑣(𝑥 + ℎ, 𝑦) − 𝑣(𝑥, 𝑦)

ℎ
 

𝐹(𝑧) =
𝜕𝑢

𝜕𝑥
+  𝑖

𝜕𝑣

𝜕𝑥
. 

And also  

𝐹(𝑧) = lim
h→0
k→0

𝑢(𝑥 + ℎ, 𝑦 + 𝑘) − 𝑢(𝑥, 𝑦)

ℎ + 𝑖𝑘 
+ 𝑖 lim

h→0
k→0

𝑣(𝑥 + ℎ, 𝑦 + 𝑘) − 𝑣(𝑥, 𝑦)

ℎ + 𝑖𝑘 
 

𝐹(𝑧) = lim
k→0

𝑢(𝑥, 𝑦 + 𝑘) − 𝑢(𝑥, 𝑦)

𝑖𝑘
+ 𝑖 lim

k→0

𝑣(𝑥, 𝑦 + 𝑘) − 𝑣(𝑥, 𝑦)

𝑖𝑘
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𝐹(𝑧) = 𝑖
𝜕𝑢

𝜕𝑦
+

𝜕𝑣

𝜕𝑦
 

Thus the four partials exist and we get  

𝜕𝑢

𝜕𝑥
+  𝑖

𝜕𝑣

𝜕𝑥
=

𝜕𝑣

𝜕𝑦
−  𝑖

𝜕𝑢

𝜕𝑦
 

Equating the real and imaginary part we get 

𝜕𝑢

𝜕𝑥
=

𝜕𝑣

𝜕𝑦
and   

𝜕𝑣

𝜕𝑥
=  −

𝜕𝑢

𝜕𝑦
 

The conditions 
𝜕𝑢

𝜕𝑥
=

𝜕𝑣

𝜕𝑦
 and 

𝜕𝑣

𝜕𝑥
=  −

𝜕𝑢

𝜕𝑦
 are know as Cauchy – Riemann equations.[9]  

Definition (3.4): The function of 𝑧 in the form 𝐹(𝑧) = 𝑢(𝑥, 𝑦) + 𝑖𝑣(𝑥, 𝑦) it is 

convenient to change to the polar system 𝑟, 𝜃 so that:  

𝑥 = 𝑟 cos 𝜃 , 𝑦 = 𝑟 sin 𝜃 where 𝑟 = √𝑥2 +  𝑦2  and 𝜃 = tan−1 𝑦/𝑥 thus 𝐹(𝑧) =
𝑢(𝑟, 𝜃) + 𝑖𝑣 (𝑟, 𝜃) then:  

Cauchy – Riemann equation in polar give by:  

𝜕𝑢

𝜕𝑟
=

1

𝑟

𝜕𝑣

𝜕𝜃
,        

𝜕𝑣

𝜕𝑟
=  −

1

𝑟

𝜕𝑢

𝜕𝜃
  ,         [2]  

4.Matlab Program: Matlab can be used for math computations modeling and 

simulation data analysis and processing visualization and graphic and algorithm 

development. Matlab is widely used in universities and colleges in introduction and 

advanced courses in mathematics science and especially engineering. Matlab 

program has tools that can be used to solve common problems.[3] 

Definition of Matlab (4.1):Matlab a high – performance language for technical 

computing it integrates computation visualization and programming in an easy – to 

use environment where problems and solution are expressed in familiar mathematical 

notation.  

Typical use include: Math and computation, Algorithm development, Data analysis 

exploration and visualization and application development.[10]  

Complex Numbers (4.2): We can also enter complex numbers in Matlab to remind 

method of our audience who are aggie graduates the root of -1 is defined as 𝑖 =

 √−1  a complex number is one that can be written in the form 𝑧 = 𝑥 + 𝑖𝑦 where 𝑥 is 

the real part of 𝑧 and 𝑦 is the imaginary part of 𝑧.It is easy complex numbers in 

Matlab by default it recognizes 𝑖 as the square root of minus on.[4]  

 5. Solve Partial Differential Equations by Matlab:  
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The Matlab partial differential equation solver pdepe initial – boundary value 

problems for systems of parabolic and elliptic part differential equation in the one 

space variable 𝑥 and time 𝑡. 

There must be at lead on parabolic equation in the system. The pdepe solver converts 

the PDF to ODE using a second order accurate spatial discrtization based on a set of 

nodes specified by the use.[11]  

i.Part Differential Equation Solver Basic Syntax: 

 The basic syntax of the solver is: 

soL= pdepe (m, pde fun, ic fun, bc fun, xmesh, tspan)  

𝑚 is specifies the symmetry of the problem. 

𝑝𝑑𝑒 𝑓𝑢𝑛  is a function handle that computes 𝑚, 𝑓 𝑎𝑛𝑑 𝑠[𝑚 𝑢, 𝐹, 𝑠]: pde fun 
(𝑚, 𝑡, 𝑢, 𝑢𝑥) 

𝑖𝑐 𝑓𝑢𝑛 is a function handle that computes ∅ 

𝑝ℎ𝑖: 𝑖𝑐 𝑓𝑢𝑛 (𝑥) 

𝑏𝑐 𝑓𝑢𝑛 : is a function handle that computes the 

𝐵𝐶[𝑝𝑎 , 𝑞𝑞 , 𝑝𝑏, 𝑞𝑏]: 𝑏𝑐 𝑓𝑢𝑛(𝑎, 𝑢𝑞, 𝑏, 𝑢𝑏, 𝑡) 

𝑥 𝑚𝑒𝑠ℎ : is a vector of points in [𝑎, 𝑏] 
𝑡𝑠𝑝𝑎𝑛: is a vector of time values.[6] 

6.Solve Cauchy – Riemann Equations using Matlab 

     Here we used MATLAB function diff to solve Cauchy - Riemann equation 

problems  in one spatial dimension : 

1. applied know the function F with F(z)= z2 is complex different able there for 

Cauchy equation m of hold. 

 

Solution : 

function f=cauchy1(z) 

syms xyz 

f = x^2 - y^2 + 2*i*x*y; 

U=x^2 - y^2 

V=2*x*y 

Ux=diff(U,x) 

Ux=diff(U,y) 

Vx=diff(V,x) 

Vx=diff(V,y) 

 

Result: 

>> cuchy 

Ux = 2*x 

Ux =-2*y 

Vx =2*y 

Vx = 2*x 

note: Ux(f,x)= Vy(f,y) and Uy(f,x)= -Vx(f,y) therefore the Cauchy – 

Riemann equations are satisfied.   
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2. Verify that the Cauchy – Riemann equations is 

 

f(z)=|z|2 

Solution : 

function U=cauchy1(z) 

syms xyzi 

U = x^2 + y^2; 

V=0; 

Ux=diff(U,x) 

Uy=diff(U,y) 

Vx=diff(V,x) 

Vy=diff(V,y) 

Result 

Ux = 2*x 

Uy =2*y 

Vx = 0 

                        Vy=    0                                                                               

 

note: Ux(f,x)≠ Vy(f,y) and Uy(f,x)≠ -Vx(f,y) 

 

3. Let f(x,y)= x2 +y2 +ixy find Cauchy – Riemann equations condition. 

Solution : 

function f=cauchy3 

syms xyi 

f = x^2 + y^2 + i*x*y; 

U=x^2 + y^2; 

V=x*y; 

Ux=diff(U,x) 

Uy=diff(U,y) 

Vx=diff(V,x) 

Vy=diff(V,y). 

 

Result 

>> cauchy3  

Ux = 2*x 

Uy = 2*y 

Vx = y 

Vy =x 

note: Ux(U,x)≠ Vy(V,y) and Uy(V,x)≠ -Vx(V,y) 

 

 therefore the Cauchy – Riemann equations is not satisfied conditions.   

4. Verify that the Cauchy – Riemann equations is 

 

f(z)=ez=ex(cos y + i*sin x) 
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function f=cauchy4 

syms xyei 

f = e^x*(cos(y) + i*sin(x)); 

U= (e^x)*(cos(y)); 

V=(e^x)*(sin(y)); 

Ux=diff(U,x) 

Uy=diff(U,y) 

Vx=diff(V,x) 

Vy=diff(V,y) 

Result 

>> cauchy4 

Ux = e^x*log(e)*cos(y) 

Uy =-e^x*sin(y) 

Vx = e^x*log(e)*sin(y) 

Vy = e^x*cos(y) 

note: Ux(U,x)=Vy(V,y) and Uy(V,x)= -Vx(V,y). Therefore the Cauchy – Riemann 

equations is satisfied conditions. 

7. Polar coordinate form Cauchy – Riemann equations: 

1. Consider the function: 

 

f(z)=
1

𝑧
=

1

𝑟𝑒𝑖𝑘 = 𝑟𝑒−𝑖𝑘 1

𝑟
(𝑐𝑜sk − isink) 

 

verify that the Cauchy – Riemann equations polar are  if satisfied or not 

 

f(z)=
1

𝑟
(𝑐𝑜sk − isink) 

Solution :  

function f=cauchy5(z) 

syms kri 

f = 1/r*(cos(k) + i*sin(k)); 

U=1/r*(cos(k)); 

V=1/r*(sin(k)); 

Uk=diff(U,k) 

Ur=diff(U,r) 

Vk=diff(V,k) 

Vr=diff(V,r) 

 

Result 

>> cauchy5  

Uk = -sin(k)/r 

Ur =-cos(k)/r^2  

Vk = cos(k)/r  

Vr = -sin(k)/r^2 

http://www.nipesjournals.org.ng/


 
NIPES Conference Proceedings 

Oct. 2021:  th8-thhe Nigerian Institution of Professional Engineers and Scientists 7tInternational Conference of  stThe 1 

114-124    
  www.nipesjournals.org.ng 

 

 
122 

 

 

 

∴ the Cauchy – Riemann equations polar is satisfied conditions 

 

2. Verify that the Cauchy – Riemann equations polar are  is satisfied or not 

Solution :  

function f=cauchy6(z) 

syms  reik 

f = r^(1/3)*e^(i*k/3); 

U=r^(1/3)*(cos(k/3)); 

V=r^(1/3)*(sin(k/3)); 

Uk=diff(U,k) 

Ur=diff(U,r) 

Vk=diff(V,k) 

Vr=diff(V,r) 

Result 

>> cauchy6 

 

Uk =  

-(r^(1/3)*sin(k/3))/3 

Ur = 

cos(k/3)/(3*r^(2/3))  

Vk =  

(r^(1/3)*cos(k/3))/3  

Vr =  

sin(k/3)/(3*r^(2/3))  

∴ the Cauchy – Riemann equations polar is satisfied conditions 

 

8.Compare between analytical Solution and Matlab Solution: 

Table 1 explain the comparison between the analytical and Matlab calculation where 

we found that manual calculation is identical to the Matlab calculation but the Matlab 

has been shown to be more correct in the problems (3) and (6) because the functions 

used are relative function.   

 

clear all 

clc 

x=[1;2;3;4;5;6]; 

y=[1 1;1 1;1 2;1 1;1 1;1 2]; 

bar(x,y); 

legend('Manuals Solutions','Matlab Solutions') 

xlabel('problems'); 

ylabel('Result'); 

title('Compare between analytical Solutions & Matlab Solutions') 

grid 

shg 
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Figure 1: Manual and Matlab Solutions 

Table 1: Comparison 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Problems analytical  Calculation Matlab   Calculation result 

Problem 1 Ux = 2x , Ux = -2y 

Vx =2y, Vx = 2x 

Ux = 2*x , Ux = -2*y 

Vx =2*y, Vx = 2*x 

Equal and 

accurate 

Problem 2 Ux =2x , Uy = 2y 

Vx = y , Vy =x 

Ux =2*x , Uy = 2*y 

Vx = y , Vy =x 

Equal and 

accurate 

Problem 3 Uk =-sin(k)/r 

 rUr =cos(k)/r^ 

Vk =-cos(k)/r 

 rVr =-sin(k)/r^ 

Uk =-sin(k)/r 

Ur =cos(k)/r^2 

Vk =cos(k)/r 

Vr =-sin(k)/r^2 

 

 

Different 

solutions 

Problem 4 Uk =(r^(1/3)*sin(k/3))/3 

Ur =cos(k/3)/(3*r^(2/3)) 

Vk =(r^(1/3)*cos(k/3))/3 

Vr =sin(k/3)/(3*r^(2/3)) 

Uk=(r^(1/3)*sin(k/3))/3 

Ur=cos(k/3)/(3*r^(2/3)) 

Vk=(r^(1/3)*cos(k/3))/3 

Vr=sin(k/3)/(3*r^(2/3)) 

Equal and 

accurate 

 

Problem 5 tan(z) tan(z) Equal and 

accurate 

Problem 6 )22i)( sinz+(z-f(z)=(1 f(z) =sin(z)*(1 -2*sqrt(-1)) + z^2*(1 - 

2*sqrt(-1)) 

Different 

solutions 
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From Figure (1) note that the difference results of calculation between analytical 

calculation and Matlab calculation shown that the Matlab has more accurate in 

problem (3) and (6). 

9.Results 

The study explained that Cauchy – Riemann equations were the test for the analysis 

of the function or not, also explained that all analysis functions are harmonic but the 

inverse is not true, the possibility of calculating Cauchy – Riemann equations using 

Matlab and the Matlab calculation is more speed and accurate than the manual 

calculation. 

10.Conclusion 

Different concepts of Cauchy – Riemann Equation was analyzed. Results were 

discussed and compared for both analytical and Matlab calculations.  
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Abstract 
 

Prior to human civilization, floods have been identified as one of the most lethal environmental and geophysical 

disasters with destructive consequences. Yet, individual/ group risk awareness levels and impact mitigations vary 

across distinct geographic locations and times. This study explores issues in climate-induced flood disaster risk 

awareness in Nigeria. The discourse analyses using qualitative and quantitative tools revealed that the causative 

factors and levels of flood disaster awareness in Nigerian communities varied across geographic locations and 

timescale. Also, the flood disaster profiles in Nigeria reflect dominant control by variations in the climatic (rainy) 

seasons. Hence, most of the historic flood disasters in Northern Nigeria have strong affinities with river discharge 

and dam failure while those in Southern Nigeria were mostly influenced by the high frequency, density, intensity of 

rainfall, and poor land-use planning. Also, the government, donor agencies, and the vulnerable people were basically 

passive in their management approaches, with emphasis on post-disaster rehabilitation, which hampered sustainable 

development and exacerbate the negative impacts on the realization of an ecologically smart future. The perceived 

flaws led to very high risk, defined by limited capacity and locational effect. The paper, therefore, recommended 

adequate promotion of pre-flood disaster risk mitigation options through environmental education programs to boost 

community awareness, increase the sense of responsibility and safety of vulnerable people.   
 

Keywords: Climate variability, flood disaster, risk awareness, reaction, impact mitigation.  

 

 

1. Introduction 

Flood disaster has long been recognized as one of the earliest and most destructive climate-

induced geomorphic events in the history of an Anthropocene (Age of Humans). Yet, the levels of 

individual and group awareness of the risk and choice reactions for enhanced management of 

human-environment toward sustainability varied across geographical areas and time [1].  Hence, 

Nwafor [2] identifies flood as one of the most lethal to humans among the geophysical agents. It is 

instigated by natural factors such as rainfall, soil, topography, and accelerated by anthropogenic 

factors especially the nature of city planning, roads/ drainage system, urbanization, and land use.  

From the regional dimension, [3] observe that Asia is the flood most affected, accounting for over 

50 percent of climate and water-related global disaster in the last quarter of the 20th century. 

Nigeria is not left out in the scene following the potential and actual effects of climate variability 

and change, accelerated by the increase in human population and the corresponding scramble for 

land for diverse uses. Such uses encompass settlements, agriculture, industries, and infrastructure/ 

social amenities in flood vulnerable areas such as coasts, shoreland, and floodplains. 

Amidst the flood disaster occurrences, countries, regions, groups, households, and even 

individuals' reactions to mitigate or control the risks associated with them seem to vary. The 

variations are partly influenced by their level of awareness, exposure to the flood event, 

demographic attributes of the people at risk, and their socio-economic status. Climate variability 

and change issues are very critical within the Tropics [2]. In Southern Nigeria (e.g., Lagos, Rivers, 

Akwa Ibom), where weather activities have become quite erratic, and the existing water bodies 

tend to worsen the situation for coastal and shoreland communities with their ever-growing 

population; thereby increasing flood and related losses. 

http://www.nipesjournals.org.ng/
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Although irregular climate variability and change example global rainfall patterns have some 

positive impacts especially desert regions that were initially faced with water scarcity, with a 

tendency to wet the land for agriculture production. Similarly, where the extreme temperature 

becomes a case, the negative impacts on the production of major traditional food crops and loss of 

biodiversity may become eminent. Additionally, farmers remain concerned about an increasing 

intensity of extreme weather events that will and has continued to occur as a result of climate 

variability and change. Weather-induced flood and storm disasters have negative impacts on 

wetland agriculture, housing, rising sea level, and increased salinization. 

Recent researches have indicated the past efforts to mitigate or avert the impacts of flood disaster 

accelerated by climate variability for the actualization of sustainable development and ecologically 

smart future are plagued by factors such as limited capacities and awareness across geographic 

locations [4, 5]. In spite of the observed issues, flood disaster risk awareness, reaction, and 

communication patterns in Nigeria are not given the expected attention [5]. Yet, historic flood 

disaster has remained a recurrent decimal with devastating consequences on governments, groups, 

and individuals. The preceding notions justifies the need to review some striking flood events and 

their possible causes with a view to identifying key options in boosting risk awareness, potential/ 

actual impacts communication, and mitigation options.  

 

The aim of this study is to explore the thrust in climate variability and issues in flood disaster risk 

awareness in Southeast Nigeria with a view to providing a direction toward building ecologically 

smart future. To accomplish the aim, the following specific objectives were investigated.  

1. To review the major flood disaster profiles and their causative factors in Nigerian 

communities. 

2. To examine the influence of climate-induced flood disaster awareness and timing of 

impacts communication on losses in the Nigerian environment. 

3. To assess the dominant factors governing flood disaster risk losses in Nigerian 

communities. 

4. To evaluate flood mitigation options for the development of a sustainable environment and 

ecological smart future for Nigerians.   

 

1.2 Description of the Study Area 

 

1.3 Location  

The study area is located within the humid tropical region of West Africa. It has diverse climate, 

soils, vegetation, landmass, population, and allied resources. The vastness of the Nigeria 

necessitates the scoping of the study area to focus on the Southeast region. The Southeast Nigeria 

is commonly called the Igbo land. It comprises of five (Abia, Anambra, Ebonyi, Enugu, and Imo)  

States. From the Geographical perspective, the region lies within Latitude 50 141 to 70 281 North of 

Equator and between Longitudes 60111 to 80331 East of Greenwich Meridian.  
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              Figure I: Nigeria showing Southeast Nigeria. 

 

1.4 Climate and Geology 

The climate of Southeast Nigeria is humid tropical environment based on Köppen’s classification 

scheme. The Af-climate is occasion found in some pocket locations of Ohafia and Abriba in Abia 

State due to the influence of adjoining rivers. The Am-climate is most dominant in the five States, 

while the Aw-climate is common in the northern part of Enugu and Ebonyi States due to the 

influence of Northeast wind.  

The climate of the area grouped as Af (Humid Tropical) climate in the Southern part (comprising 

Abia, Imo, Anambra States) and Am (wet and dry climates) around Enugu and Ebonyi States 

based on Köppen’s climatic classification scheme. Similarly, the rainfall distributions vary across 

geographic space and seasons. The area usually received double rainfall maxima (April to July and 

August to November) with a mean annual total that ranges between 1,770 mm and over 2,710 
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mm. The magnitude, frequency, intensity, and amount often diminish from the North to the south 

[6].  

 

The geologic formations of the study area also vary across geographic space along with the 

pedology as presented with respect to Southeast Nigeria (Figure 2). For instances, the distributive 

patterns of the hydromorphic soils in the Aba and Ikwo, Nwewi, and Obolo areas of the southeast 

Nigeria is influenced by the Tertiary and recent Quaternary Alluvium deposits. Similarly, 

Ferrallitic soils in Aba area is accelerated by the Coastal Plains Sands of Tertiary Time (Holocene) 

deposits while the dominant of gravelly ironstone concretions in Abakaliki is associated with 

Cenozoic era which Orajaka cited in Umo and Enwereuzor [6] opines that the Anticlinorium had 

undergoes some elements of rejuvenation following the prevalence of protracted weathering, 

denudation, and allied geomorphological processes.  
 

 

 
      Figure II: Southeast Nigeria showing Geologic Formations.  

 

3. Methodology 

This study is preliminary in nature with a strict emphasis on discourse and quantification as 

analytical tools. The researchers employed both qualitative and secondary methodologies in data 

generation to evaluate climate variability and issues in flood disaster risk awareness in the 

Nigerian environment. Data were generated through historical traditions. Other vital data were 

generated from the existing published and unpublished literature such as journals, textbooks, 

government documents, eyewitness accounts/ historical experiences by individuals.  
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4.0 Results and Discussion 

4.1 Flood Disaster Profiles and Major Causative Factors in Nigeria  

Flood is a geophysical concept that depicts a situation where a large volume of water submerges a 

wide landscape (area) that was initially a dry land for a reasonable period of time. The severity 

and intensity of its occurrence vary from one location to another based on the type propel by 

prevailing natural and anthropogenic factors in an area. In most cases, the variability in flood 

events is classed based on their types. For instance, Akpofure [7] Emeriiole [8], Umo and 

Enwereuzor [9], identified four distinct flood types (flash; urban; coastal; and river) that are 

prevalent in Nigerian environment and Southeast in particular. 

A flood disaster is a situation where the flood event causes widespread destruction of life and 

property to such a magnitude that is beyond the coping capacity of the affected people using their 

available resources. That means once the capacity of the flood-affected people are overwhelmed, 

and they resorted to external (national or international) assistance, then disaster has occurred. 

Capacity is, therefore, measure in terms of the physical, economic, social, environmental, and 

other resources within the affected region which enable people to cope effectively with the flood 

disaster. The identified resources are what enable the vulnerable people to prepare for, prevent, 

mitigate, or quickly recovered from the effect of the disaster over a period of time. 

Table 1: Trends in major Flood Events and Causative Variables  

S/N Some Historic Flood Events Major Possible Causes 

1 Ogunpa flood in Ibadan, 1981, 

1984 

Blocking of river channels with solid wastes 

and illogical activities along the river channel. 

2 Bagauda flood in Kano, 1988. Excessive storage leading to Dam failure due to 

protracted and heavy rainfall. 

3 Bauchi flood in 1991. Overflowing of Yuli River due to excess 

rainfall. 

4 Benin City flood, 1984, 2008 Heavy rainfall & blocking of drainage channels. 

5 Angwan Rogo (1992) and 

Lamingo flood (2012) in Jos. 

Heavy rainfall, unregulated urbanization along 

floodplain and drainage lines. 

6 Ikot Ekpene flood in Akwa Ibom, 

1998. 

Deforestation and urbanization. 

7 Port Harcourt City flood, 1984, 

2006. 

Heavy rainfall and building structures along 

natural water ways. 

8 Benue River/ Niger Delta flood 

2008, 2012, 2020 

Excessive and unprecedented rainfall coupled 

with the release water storage from Dam. 

9 Oguta Flood in Imo State, 2012, 

2014 

Excessive and unprecedented rainfall coupled 

with flooding of Niger River 

Source: Modified from Akpofure [7] and Emeribeole [8] 

 

Assessing from Table I, there are clear indicators that flood disaster is majorly a natural 

occurrence but its severity and impacts over geographic location and time vary due to the level of 

anthropogenic interferences (activities). Outstanding among the natural forces that cause flood 

events in the humid Tropics and Nigeria in particular, are weather and climate (heavy and prolong 

rainfall), underlying soil structure and texture, nature of the underlying topography, proximity to 

water bodies (such as River, Ocean, dam, or waterlogged, and nature of vegetation cover as 

observed in Umo and Enwereuzor [6]. 
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Similarly, major anthropogenic variables that instigate flood disaster in a settlement/ industries/ 

farms and others, in the flood-prone areas, are: poor monitoring and gauging of water projects/ 

bodies, blockages of river channels, and drainages with solid wastes, poor sanitation, urbanization, 

and poor town planning, poor legal framework that guide human occupation in government 

reserve areas (such as parks, green land, open space, bye pass, gulf, and game resort).  

  

4. Categorization of Flood Disaster Risks and Determinants of Losses 

Flood risk depicts the qualitative and/ or quantitative measures of the probability and severity of 

losses in events of flood disaster. Very often, flood risks are rated based on one’s exposure and 

vulnerability to the impact of the hazard in an area over a period of time. Therefore, since each 

flood event has a frequency (magnitude) and the corresponding consequences, the risk can be 

defined based on whether the potential risk (impact) is very high, high, moderate, low, or very low 

as depicted in Table 2. 

Flood disaster risk signifies the possibility of adverse effects of flood in the future. It derives from 

the interactions of social and environmental processes, as well as the combinations of physical 

hazards and the vulnerabilities of elements. A flood event is not the sole driver of risk. There is 

increasing confidence that the levels of adverse effects are in part determined by the vulnerability 

and exposure of societies and socio-ecological systems [10, 11, 12, 13].  

Table 2: Flood Risk Rating and Possible Effect Definition. 

Exposure Rating Flood Disaster Impact Definition 

A = Very Low Exposures to the flood risks are often negligible with almost zero loss. 

B =  Low Risks are controlled and may likely remain same in accordance with the 

assessment criteria used by the assessors. 

C =  Moderate Risks are currently under control to meet assessment, but such control is 

often difficult to measure. 

D = High Risks are not adequately controlled to meet assessor’s criteria.     

E = Very High Exposures to flood disaster risks are enormously high and will certainly 

lead to huge losses of life and property.   

Source: Modified from Iwuchukwu [14]. 

Deducing from Table 2, it is clear that flood disaster risk is not fixed over time and place, but a 

continuum in constant evolution, yet individual and/ or group level of awareness, responses, and 

management can influence how severe or minute the impact is felt. This is more evident because 

what one may perceive as potential often comes into manifestation, if adequate measures are not 

introduced to avert or mitigate its occurrence. 

Disaster risk is associated with differing levels and types of adverse effects on the elements. The 

effects may assume catastrophic level or levels commensurate with small disasters. Some have 

limited financial costs, but very high human costs in terms of loss of life and numbers of people 

affected as the case of Rivers Niger and Benue flood (of October 6) instigated by the forceful 

release of water from a dam in Cameroun; others have very high financial costs but relatively 

limited human costs as the case of Oguta Lake flood. 

 Modern space observers such as geographers, engineers, environmentalists, and allied scientists 

believe that the cumulative effects of what may be considered as small disaster can affect the 

capacities of communities, societies, or social-ecological systems to deal with future events at sub-
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national or local levels [15, 16]. To promote sustainable development and create ecological smart 

future with limited or zero flood disaster risk demands developing, working, and sustaining pre-

disaster plans blueprint, whose principles, methods, and applications in Nigerian environment 

need be people-society friendly. 

 

5. Flood Disaster Losses, Risk Awareness, and Communication 

It is commonly recognized that once a disaster occurs and no life and/ or property is affected, or 

the affected peoples’ capacities are not overwhelmed the hazard; then it is not classed as a disaster. 

Similarly, the intensity or magnitude of flood events are usually determined partly by 

environmental degradation, level of human preparedness and intervention, the severity of natural 

and anthropogenic elements, local geomorphology and geology in a given geographical location. 

Contextually, individuals' losses to flood disaster over time may depend squarely on one or more 

of the following factors: the magnitude of the flood disaster, population density in the flood risk 

zone, structure, and composition of the vulnerable people in the flood risk zones, the socio-

economic structure of the elements in the risk zones, level of awareness, timing of information/ 

responses, geologic foundation of the flood risk zone, and the institutional framework of the area. 

Viewing from Cardonna et al. [16] perspective, individual, or group exposure to flood events 

involves taking inventory (such as pictorial, mapping, and recording) of elements in an area in 

which hazard events may occur. Such documentaries often serve as guides for future responses 

and evacuations. However, if the population and economic resources of the vulnerable groups are 

not located in or exposed to potentially dangerous settings, the problem of flood disaster risk may 

be either not exist or negligible. 

Exposure is necessary, but not sufficient determinant of risk. It is possible to be exposed but not 

vulnerable, for example by living in a floodplain but having sufficient capacities to manipulate 

(building structures, proper timing of information and response and behaviour to mitigate) 

potential loss. However, to be vulnerable to the extreme flood event, it is necessary to also be 

exposed, but ones’ knowledge of the event and ability to control the situation is very vital in this 

post-modern age of climate change and variability to boost sustainable development and 

ecologically smart future in Nigeria. 

Risk awareness and communication are vital tools that influence people’s perception and response 

to flood disasters in any region. Risk communication represents complex multidisciplinary actions 

that involve reaching different audiences to make risk comprehensible, understanding and 

respecting audience values, predicting the audience’s response to the communication, and 

improving awareness, collective and individual decision-making as emphasized in [16].  Failures 

in flood risk awareness and communication have been revealed in past disasters, such as Hurricane 

Katrina in 2005 or Pakistan floods in 2010 [17]. Particularly, the loss of trust in official 

institutions responsible for early warning and disaster management were the key factors that 

contributed to the increasing disaster risk. 

Effective and people-oriented flood risk communication is, therefore, a key to improving 

vulnerability and risk reduction in the context of extreme events like floods, particularly in the 

context of people-centered early warning [17]. Weak and insufficient risk communication as well 

as the loss of trust in government institutions in the context of early warning or mitigation can be 

seen as a core component of institutional and individual vulnerability. 
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The effectiveness or failure of people-centered flood risk communication can contribute to 

increasing people vulnerability and disaster losses. Peoples’ awareness (knowledge) of factors that 

determine how people perceive and respond to a specific flood risk often enhances the 

management and mitigation of losses [12]. 

Effective risk awareness and communication can be built on risk assessment and tailored to a 

specific audience. The channels may range from decision-makers at various levels of government, 

to the private sector and the public at large, including local communities and specific social groups 

[16]. Impediments to information flows and limited awareness are risk amplifiers. Beliefs, values, 

and norms influence risk perceptions, risk awareness, and choice of action. 

In most cases, poor people often suffer worse during flood disasters due to low level of awareness, 

cultural ties, poor information sources, and low income which together limits their capacity. To 

some extent, most of the blame should be shifted to the Government and allied authorities because 

they owe their people the duties of organizing periodic seminars, workshops, orientation, and 

awareness programs regarding the causes and effects of flood disaster in their domains and how to 

respond timely for their safety. Indeed, the flood disasters that occur around September to October 

2012 along the Lower Niger River and Coastal belt of southern Nigeria attests to this. 

Recent efforts by the Federal and State Governments through their agencies especially Federal 

Emergency Management Agency and State Emergency Management Agency are highly 

recommendable but seem to be grossly inadequate because of information gaps between the 

Federal, State, and Local level of the agencies and above all funding of research and advocacy 

programs on flood and allied weather/climate-related disaster in the 21st century. Appropriate and 

timely risk communication is critical for effective flood disaster risk awareness and impact 

mitigation. 

6. Flood Disaster Risk Management and Impact Mitigation 

Flood disaster risk management include all the activities, programs, measures which can be taken 

before, during and after a given flood event for the purpose of averting its occurrence, reducing its 

impacts and/or recovering from the losses over time and scale.  It is obvious that the levels of 

individuals, groups, and government awareness and response to flood disaster risk is a key 

determinant of how effective the given management strategies are appropriately adopted.  Timing 

of each flood disaster scenario is crucial in each management perspective (Figure 3). 

There are ranges of vital action plans involved at each stage of management and/or mitigation as 

shown in Srinivas Hari [18]; Warfield [19]; United Nations Development Programme [20]; 

NEMA [21]. For instance, pre-flood disaster risk management encompasses all appropriate actions 

are taken to reduce or avert losses before a given flood event. The actions include the creation of 

awareness through public education and enlightenment programs, early warning signal, proper 

monitoring, and enhanced information sources regarding a flood event, timely evacuation/ 

relocation plans, strengthening existing structures (buildings, infrastructures, amenities, and 

drainages), building capacity and mobilization of manpower at government/volunteer 

group/household levels. 
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* 

* 

* 

▼ 

Pre-disaster Awareness 

and Risk Reduction 

 

Figure 3: The diverse Perspectives for Flood Disaster Risk Management. 

On the other hand, emergency response actions are those actions taken during a flood disaster to 

mitigate or avert the impacts on people over a period of time. Such actions embrace emergency 

aid/supplies (food, drugs, clothes, water, money, and etcetera), search and rescue mission for the 

weaker people, evacuation and rehabilitation, hospitalization and others. Hence, most of the 

services at this stage are very essential, risky, and highly specialized. 

The third phase is post-disaster actions. It encompasses all the actions taken for the purpose of 

reassuring the flood victims of their early recovery from the psychological, health, socio-economic 

and physical effects imposed on them as a result of the event. Some major plans at this stage 

include reconstruction, rehabilitation, medication, counselling, reintegration, quarantine/ 

immunization, training, and retraining programs which usually take a longer period of time and 

heavy capacities investments. 

 

7. Mitigation Options for Environmental Sustainability and Ecologically Smart Future 

Contemporary researchers have suggested that flood disaster risk cannot be completely control, 

but its impacts on people and property can be mitigated through coordinated plans and actions as 

envisaged in Umo [1], Ojinma et al. [5], Adedeji et al. [13], Pollner et al. [22], Ologunorisa [23],. 

Since the past efforts have failed to yield the expected results at present, we are confident that 

promoting sustainable development and working towards ecologically smart future necessitate the 

adoption of proactive, sensitive, and vital options that are people-oriented, as identified and 

chronologically elucidate in the discussions that follow. 

I. Promotion and Implementation of existing Legal and Institutional Frameworks.  

Although there are diverse viable legislative and institutional frameworks put in place to guiding 

and regulate human activities at both urban and rural areas of Nigeria, some exploitative actions 

such as building on green/ shelter belts, drainage lines, power lines, right of way, colonization of 

waterways/ parks/ reserve area, and indiscriminate wastes dumping have serious adverse influence 

on flood disaster.   
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The outlined actions and structures are considered illegal, yet the regulatory bodies like Town 

Planning Authorities, City Development Authorities, environmental Protection Agencies, and 

allied institutions’ levels or efforts against such unwarranted activities are abysmally low, thereby 

de-accelerating the promotion of environmental sustainability and impairing actions towards 

creating an ecologically smart future.  

This is necessary because previous laws that were supposed to regulate unplanned and illegal 

activities in the floodplain region are either neglected or not carefully implemented as exemplified 

in areas close to the lower Niger Bridge. Generally, the regulatory and institutional framework re-

establishes national responsibilities for risk mitigation by providing authority to respective 

government agencies and individuals to discharge certain responsibilities relating to agreed 

government measures.  

II. Introduction and Promotion of Flood Disaster Risk Assessment. 

The development of natural hazard risk assessments for selected areas and hazards, based on the 

analysis of historical events at these locations, can feed into probability distributions and 

predictions of likely future occurrences. To undertake a risk assessment, data on climate and land 

use change should be collected and analyzed on the assets and populations exposed in a given 

location. Probable damage scenarios, vulnerability models, and loss scenarios analyses are useful 

tools, which constitute key foundations for the development of preparedness actions and 

investments, as well as for risk financing options. 

III. Curriculum Reviews and Promotion of Environmental Education. 

There is an urgent need for the review and inclusion of disaster risk mitigation in the curriculum 

as aspect of environmental education at the primary and secondary schools' levels. Such inclusion 

will serve as catalyst to the public for enhanced people's level of awareness and response for 

safety. Also, the use of mass media (e.g., television, radio, schools), social media (e.g., Facebook, 

Twitter, WhatsApp, and e-mails), and community outreach programs can disseminate information 

on flood and allied disasters in various domains. Public awareness of various flood-risks also 

helps monitor developments on the ground and keeps authorities accountable for their actions in 

hazard risk management/ mitigation.  

IV. Control, Approval, and Implementation of Building Plans.  

Land use planning, flood-resistant designs and construction, building regulations and permitting 

systems, and enforcement of urban plans and building codes address the safety of future 

structures. These measures are particularly important in fast-growing and often unregulated 

developmental areas (urbanization). Spatial development plans and regulations for natural hazards, 

as well as enforcement of the existing or newly formulated building codes and regulations, are of 

key importance for mitigation against all hazards. 

V. Reinforcement of Catchment Management Plans and Existing Dam Projects.  

The sustainability of any flood management plan depends of the feasibility, utility, and 

adaptability of people to the standard engineering structures and rules. Investments toward 

enhancing flood prevention projects such as erecting seawalls, building safe houses, and 

constructing levees along the river bank especially in the South; improvement of reservoirs and 

dykes; retrofitting of existing dams for safety with larger spillways and gates especially in the 
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North; enlarging flood ways; building levees, flood walls, seawalls/ bulkheads; dam monitoring, 

reviews and revisions of operating rules for dams in Nigeria.  

Contextually, frantic efforts can be focus on periodic reinforcement of existing engineering, 

infrastructure, and environmental structure to protect and mitigate the impacts of flood and allied 

disasters associated with a specific catchment. Proper feasibility and follow-up studies that 

incorporate economic, environmental, and social assessments should precede decisions on flood 

protection investments, accounting not only for historical frequency and loss data projections, but 

require a modified technical approach. 

VI. Building Capacities for Flood Specific-Hazard Risks. 

There is a need to build valid guidelines for flood disaster risks based on their distinct types and 

causative variables. The enhancement of capacities through flood hazard-specific capital 

investment can strengthen tools and equipment procurements for flood-risk communities. For 

example, the level of risk associated with a flash flood in the urbanized areas of World Bank/ 

Amakohia/ Akwakuma/ Uratta in Owerri axes of Imo State or Nnewi/ Awka/ Ekworobia/ Ihiala 

axes in Anambra State are not the same as the historic Ogunpa River or Oguta Lake flood. More 

so, promotion of insurance policies for flood risks and educating people on flood preparedness and 

response actions are effective and relatively low-cost measures, which Federal, State, and Local 

governments can pursue.  

 

8. Conclusion and Recommendations 

The preceding discourses on climate-induced flood disaster risk awareness in Nigeria indicated 

that the causative variables have a strong affinity with the changing patterns of weather and 

climate. Yet, the contemporary increase in negative impacts on the vulnerable elements is 

accelerated by the anthropocentric parasitism on the human environment. There is an urgent need 

for human activities in ecosystem to focus more on caring, protecting, loving, harmonizing, 

sustaining, and symbiotic for posterity; instead of the destructive and parasitic.  

The perceived past neglect and/ or poor enforcement of valid environmental Laws and Regulations 

in Nigeria tend to promote human insensitivity to environmental protection thereby hampering the 

sustainability of sound future ecological systems. To eradicate the lapses, functional legislations 

need to be carefully enforced in distinct geographic regions and States in Nigeria. The areas of 

urgent attention, are those pertaining to land use ordinances, building codes, and colonization of 

prohibited spaces such as green belt, drainage channels, and grass verge for illegal structures.  The 

flood disaster vulnerability mapping is not given the expected attention that is commensurate with 

the prevailing issues of climate variability and change. Such exercises can be sponsored by the 

government through its ministries, agencies, and donor organizations to facilitate the assessment 

of risks and identify actual/ potential mitigation measures, and viable action plans to guide future 

actions. Also, investments need to be prioritized, implement, administer, and sustain to promote 

appropriate ecological smart future and sustainable development.     
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Abstract 
 

Pollution is a very predominant problem in Nigeria. As a developing nation, we face challenges of constant economic 

recession and this can have effect on so many facets of life including construction. In order to combat pollution and bad 

roads, waste can be used with other construction materials to construct better roads. The study was to investigate the 

suitability of laterite soil reinforced with a mixture of palm kernel and periwinkle shells as material for subbase course 

in road construction. The soil samples were obtained from a burrow pit at Iguosa Housing Estate, Benin City, Edo state. 

The geotechnical properties of natural soil were determined, which included specific gravity, mechanical sieve analysis, 

consistency limit, compaction, and California Bearing Ratio (CBR) tests. The strength properties of the soil reinforced 

with periwinkle shell (PS) and palm kernel shell (PKS) were carried out. These were done in proportions of 6%, 9%, 

12% and 15% by volume. For the control sample, the average result of the specific gravity obtained was 2.47 which 

was below the standard of 2.50 to 3.0 for lateritic soils. The plasticity index was 19.49% which indicated that the soil 

is of medium plasticity. The sieve analysis indicated that the soil is classified as an A-2-6 soil. The Maximum Dry 

Density and the Optimum Moisture Content were 1.78 g/cm3 and 10.3% respectively. The average value for the soaked 

CBR was 15.11%. When the soil was reinforced with equal proportion of PS and PKS, the OMC ranged from 11.30% 

to 11.70%, the MDD ranged from 1.73g/cm3  to 1.75g/cm3 and from the CBR tests, the value for the soaked CBR ranged 

from 1.26% to 23.21%. The optimum mix proportion was obtained to be 12%. This did not meet the requirement of 30% 

for subbase stated by the Federal Ministry of Works and Housing. Therefore, these soil reinforcement techniques with 

PS and PKS can only be used for Trunk D roads or as subgrade materials which require a minimum soaked CBR of 

5%. For Trunk A, B and C roads, the mixture would require a binder like cement before being considered as subbase 

materials. 

 

Keywords: Laterite soil, Palm Kernel Shell, Periwinkle Shell, Sub base, reinforcement 

 

1. Introduction 

Soil is any natural loose mineral particle that may or may not be organic, lying over the bedrock 

that is formed by the weathering of rocks. The soil type that is predominant in Edo State is laterite 

[1]. Lateritic soils located in Nigeria have been used extensively in the construction industry as 

subgrade and sub-base materials for road construction and are usually found in different drainage 

and sub-climate environments. Lateritic soils found everywhere shows unique physical, chemical 

and engineering properties. Therefore, a comprehensive evaluation must be carried out on any 

lateritic soil to determine if it meets the requirements of lateritic soils, before its utilization for any 

engineering purpose [2]. How then can we employ laterite soil as main materials in sub-bases and 

base courses? By Soil reinforcement or stabilization. Almost all road construction projects would 

require soil stabilization of some sort. It has even been recommended for developing countries. The 

release of waste into the environment from agriculture, industries and homes is increasing at an 

exponential rate all around the world. In developing countries, there are no functional waste 

management and monitoring systems and consequently, environmental pollution has become a 

threat to the sustainability of the human race. At the same time, the economic recession has greatly 

affected construction in Nigeria and other developing countries. The cost of cement, coarse 

aggregates and other conventional building materials have caused contractors to use substandard 

materials for road construction. The growing concern of resource depletion and global pollution has 

challenged many researchers and engineers to seek and to develop new materials relying on 

renewable resources. These include the use of by-products and waste materials in building 
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construction [3]. Laterite soil is widely available in Edo State and is a potential material for road 

construction but it has some drawbacks. It consists of high plasticity that results in cracks and 

damage on building foundations, pavements and highway construction. For a material to be used as 

either a base course or sub-base course depends on its strength in transmitting the axle-load to the 

sub-soil and or sub-grade (the mechanical interlock) [4],[5].  So, there is a need to reinforce it with 

some aggregates. Palm kernel shells are abundant in palm oil-producing states in southern Nigeria. 

They are underutilized and are usually discarded or used on a small scale as fuel in furnaces and 

materials for filling potholes [6]. On the other hand, periwinkle shells are discarded after the edible 

parts are consumed by people in the coastal regions of Nigeria. These cause environmental pollution 

in that area [7]. The study was to investigate the suitability of laterite soil reinforced with a mixture 

of palm kernel and periwinkle shells as material for subgrade and subbase courses in road 

construction. If palm kernel shells and periwinkle shells are found suitable for construction, their 

large supply could be harnessed to reduce construction cost without undermining the 

strength/integrity of roads. This study has the potential for making sustainable roads from laterite 

reinforced with palm kernel shell and/or periwinkle shell which in turn would help to promote a 

cleaner environment. Periwinkle shells and palm kernel shells have been used by researchers in 

Nigeria for over 30 years as a conglomerate in concrete reinforcement, green concrete and asphaltic 

concrete [8],[9],[10],[11],[12]. However, in this study, palm kernel shells and periwinkle shells were 

used as a partial replacement for expensive coarse aggregates in sub-base and base course of flexible 

pavements in an area where laterite soil is abundant.  

2. Methodology 

2.1 Materials and Sample Preparation 

The laterite soil was obtained from a burrow pit in the Iguosa Housing Estate Benin City Edo State 

Nigeria at 6°26’55’’N 5°36’16’’E. ( Figure 1.0) 

Commercially available periwinkle shells was air dried and broken into smaller bits (average of  

6mm diameter) with pestle to reduce voids as shown in Figure 2.0  and the palm kernel shell ( Figure 

3.0)was obtained  from a small palm oil producing corporation. 

 
Figure 1.0: Location of the sample collection area (Google Earth) 
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Figure 2.0: Crushed Periwinkle Shell Sample Figure 3.0: Crushed Palm Kernel Shell 

Sample 

2.2 Laboratory Tests 

The following tests were carried out on the laterite soil which is the control sample (CS) in 

accordance with the American Society for Testing and Materials (ASTM) standards and British 

Standards [13], [14]. 

1. Sieve analysis 

2. Specific gravity test 

3. Moisture Content test 

4. Atterberg Limits test 

When the soil was reinforced with a mixture of PKS and PS, these engineering tests were done: 

1. Compaction test (Proctor test) 

2. California Bearing Ratio (CBR) test 

3. Results and Discussion 

3.1 Control Sample 

The summary of the mean results of the geotechnical engineering tests carried out on the control 

sample CS (soil only) are presented in Table 1.0. 

Table 1.0: Summary of the geotechnical engineering test results (Control sample) 
S/No Laboratory Test Result 

1 Natural Moisture Content (%) 11.30 

2 Specific Gravity 2.47 

3 Atterberg Limit Liquid limit (%) 39.12 

Plastic limit (%) 19.63 

Plasticity index (%) 19.49 

4 Sieve analysis 
 
 

Sieve size (mm) Percentage passing (%) 

3.35 100 

2.36 96.5 

2.00 94.7 

1.18 86.1 

0.6 64.5 

0.425 54.9 

0.3 41.9 

0.212 30.2 

0.15 26.8 

0.075 23.1 

5 Compaction OMC (%) 10.3 

MDD (g/cm3) 1.78 

6 CBR Top (%) 3.96 
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Bottom (%) 15.11 

 
From the sieve analysis, the percentage passing the 0.075mm sieve is 23.1%, the percentage passing 

the 0.425mm sieve is 54.9% and the percentage passing the 2.00mm sieve is 94.7%. From Atterberg 

limit test, liquid limit is 39.12%, the plastic limit is 19.63% and the plastic index is 19.49%. Since, 

the percentage passing 0.075mm sieve is less than 35% therefore it is a granular soil. The plasticity 

index is 19.49% and this shows the soil is of clayey type and has medium plasticity.  Considering 

all other parameters, the soil is classified as an A-2-6 soil. Based on AASTHO specifications, soils 

in the A-2-6 class are good as subgrade materials [15]. 

The CBR for the bottom unsoaked was obtained to be 15.11% showing that it is suitable only to be 

used as subgrade material [16]. If it is to be used for subbase or base course, it would have to be 

stabilized or reinforced with other materials.  

 

3. 2 Control Sample and PKS only 

The summary of the results of the geotechnical tests carried out on the control sample reinforced 

with PKS only is presented in Table 2.0 

 

Table 2.0: Summary of the geotechnical test results (Sample with Palm Kernel Shell - PKS) 
S/No Percentage Replacement (%) Test Result 

1 6 Compaction OMC (%) 9.80 

MDD (g/cm3) 1.74 

CBR Top (%) 7.43 

Bottom (%) 1.57 

2 9 Compaction OMC (%) 10.50 

MDD (g/cm3) 1.68 

CBR Top (%) 25.19 

Bottom (%) 13.38 

3 12 Compaction OMC (%) 12.0 

MDD (g/cm3) 1.63 

CBR Top (%) 16.60 

Bottom (%) 15.18 

4 15 Compaction OMC (%) 11.20 

MDD (g/cm3) 1.68 

CBR Top (%) 4.76 

Bottom (%) 6.11 

 
From Table 2.0, no linear relationship was observed between increase in CBR and increase in the 

quantity of stabilizer added. The OMC reduced in each sample except in the sample with addition 

of 12% PKS to the natural soil as compared to the control sample with OMC of 11.30%. No sample 

reinforced with PKS has a higher MDD than the control of 1.78. The maximum CBR was obtained 

in the sample with 9% PKS with a value of 25.19% at the top. According to the Federal Ministry of 

Works and Housing, this value is below the minimum requirement of subbase material. Hence, it 

cannot be used as subbase on Trunk A roads and can be used as subbase in Trunk D (rural) roads. 

 

3. 3 Control Sample and PS only 

Table 3.0 shows the summary result of the geotechnical engineering tests carried out on the 

control test reinforced with PS only.  
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Table 4.3: Summary of the geotechnical test results (Sample with Periwinkle Shell - PS) 
S/No Percentage Replacement (%) Test Result 

1 6 Compaction OMC (%) 10.70 

MDD (g/cm3) 1.79 

CBR Top (%) 6.30 

Bottom (%) 6.35 

2 9 Compaction OMC (%) 10.90 

MDD (g/cm3) 1.83 

CBR Top (%) 8.42 

Bottom (%) 3.63 

3 12 Compaction OMC (%) 11.10 

MDD (g/cm3) 1.80 

CBR Top (%) 7.35 

Bottom (%) 3.06 

4 15 Compaction OMC (%) 10.80 

MDD (g/cm3) 1.83 

CBR Top (%) 9.08 

Bottom (%) 4.95 

 
From Table 3.0, it can be seen that there is no linear relationship was observed between increase in 

CBR and increase in the quantity of stabilizer added. No Sample has OMC greater than the OMC 

of the control sample of 11.30% but there was an increase in the MDD of each Sample stabilized 

with PS. The maximum CBR was obtained in the sample with 15% PS with a value of 9.08% at the 

top. According to the Federal Ministry of Works and Housing, this value is below the minimum 

requirement of subbase material. Hence, it cannot be used as subbase on Trunk A roads and can be 

used as subbase in Trunk D (rural) roads. 

 

3. 3 Control Sample with PKS and PS  

Presented in Table 4.0 are the summary of the results of the geotechnical tests carried out on the 

control sample reinforced with a mixture of PKS and PS in equal proportions 

Table 4.0: Summary of the geotechnical test results (Sample with Periwinkle Shell and Palm 
Kernel Shell added in equal proportions) 

S/No Percentage Replacement (%) Test Result 

1 6 Compaction OMC (%) 11.70 

MDD (g/cm3) 1.74 

CBR Top (%) 7.43 

Bottom (%) 1.26 

2 9 Compaction OMC (%) 11.40 

MDD (g/cm3) 1.75 

CBR Top (%) 15.93 

Bottom (%) 4.77 

3 12 Compaction OMC (%) 11.30 

MDD (g/cm3) 1.73 

CBR Top (%) 23.21 

Bottom (%) 9.32  
15 Compaction OMC (%) 11.30 

MDD (g/cm3) 1.73 

CBR Top (%) 8.51 

Bottom (%) 2.81 
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From Table 4.0, no sample had OMC less than the OMC of the control sample of 11.30% but the 

minimum MDD was obtained as 1.73 g/cm3.The maximum CBR was obtained in the sample with 

6% PS and 6% PKS (Mix) with a value of 23.21% at the top. According to the Federal Ministry of 

Works and Housing General Specification for Roads and Bridges, Volume II, this value is below 

the minimum requirement of subbase material. Hence, it cannot be used as subbase on Trunk A 

roads and can be used as subbase in Trunk D (rural) roads. 

4. Conclusion 

From the critical examinations and analyses, it can be concluded that the appropriate mix ratio for 

the natural soil and the mixture of PS and PKS, is 6%. The use of soil reinforced with PKS and PS 

for subbase should be restricted to Trunk D roads. PS and PKS increase CBR of the soil but not in 

substantial amounts so a binder e.g. cement can be added to make it suitable for its use in the subbase 

and basecourse of the road. 

 

Nomenclature 
AASHTO                        American Association of State Highway and Transportation Officials  

ASTM                             American Society for Testing and Materials     

PKS                                 Palm Kernel Shell     

PS                                    Periwinkle Shell         

LL                                    Liquid limit           

PL                                    Plastic limit          

PI                                     Plastic index          

CBR                                California Bearing Ratio      

MDD                               Maximum Dry Density         

OMC                               Optimum Moisture Content       
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Abstract 
 

The pay-as-you-go model of existing cloud services has flagged the necessity for serverless technology as an 

extension of the cloud computing paradigm to provide support for building cloud applications as functional units 

executed per running time. The transition from cloud-based to serverless is somewhat slow sequel to inadequate 

techno-exposure, the swift techno-emergence, and the tech-know-how to deploy serverless applications by cloud 

solution developers and service consumers. To plug these techno-barriers, the paper explores and exposes the 

foundations of serverless computing with objectives to combine, explicate, and buttress trending research with ample 

clarity, a vital point of view on serverless technologies, their impact, services, applications, deployment, and 

challenges toward adoption by developers and consumers of cloud application services. A sample walkthrough of a 

serverless application was built to demonstrate the technical know-how of serverless technologies to fascinate cloud-

based application developers towards embracing its services in building cloud applications as function units deployed 

and billed per-use-time contrary to the conventional pay-as-you-go model.  
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1. Introduction 

Cloud services have over time been credited with increasing competitiveness through cost 

reduction, elasticity, greater flexibility, and optional resource utilization thereby adapting 

consumable platforms with easy and readily available services. Interestingly, Cloud Computing 

has gained popularity by its virtualization of computing resources for cloud application 

developers. Resources like Infrastructure, Platforms, and Software have been virtualized as 

services thereby increasing consumers’ services options toward many resources without up-front 

cost or elasticity [1]. The pas-as-you-go model is being powered by cloud service and providers – 

Amazon, Google, IBM, Adobe (AWS, GCP, IBMC. ACC), etc., and more are in the technological 

advancement.  

Users are opened to several solutions for the deployment of their cloud applications at a scalable 

dependent service. One major concern hitherto is the cost of idleness in running their cloud 

applications; on the other hand, cloud developers are saddled with the burden of scaling in regards 

to operations, management, availability, and fault tolerance. These challenges have given rise to 

Serverless computing – the extension of the cloud computing model to provide support for the 

development of scalable independent microservices without having to worry about provisioning 

and utilization of cloud resources [1,2].  

Serverless Computing extends the promises of Cloud Computing – the pay-as-you-go model, to 

deliver a true pay-only model for consumed services with almost infinite scalability while hiding 

the details of resource provisioning and utilization. It favors cloud developers with the provision 

of small self-contained units of computation to easily manage and scale in the cloud. This 

indicates that serverless means pay on delivery and not paying for idleness. Recent studies 

exposed that Serverless Computing is witnessing technological advancement across the entire 

cloud computing paradigm and it has emerged as a fresh paradigm for developers of cloud 

applications to deploy applications as containers or microservices. [1,2,3,4,5].  

A lot of cloud developers are exploring the emerging serverless technology with apt benefits in 

deploying cost-effective services on the cloud. Developing serverless services allows developers 

http://www.nipesjournals.org.ng/
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to reduce server-related overheads and reclaim resources with focuses on core development and a 

cultivated deployment initiative. The advantage it brings to the computing paradigm is visible in 

its pay-per-running-time model, and it has been the key indicator in adopting the paradigm for 

developers and service consumers. With its containerization approach, developers now deploy 

cloud applications as a piece of code running as functions. Thus, serverless technologies have 

broadened cloud application services and the invocation of serverless functions has increased with 

a remarkable transactional use but the shift towards its adoption is yet a challenge for many 

developers in the transitional chain to serverless computing paradigm. This paper focuses on its 

technologies and issues affecting its adoption despite what it has to offer. The remaining sections 

discuss milestones in achieving the study’s objectives. 

2. Review of Concepts 

This section discusses reviews on serverless computing with respect to granular knowledge on its 

definitions, technologies, platforms, and architecture. Serverless Computing is the emerging trend 

birthed from cloud computing and it has received various but similar views in recent times. With 

regards to event-based server-side code and stateless functions, its concepts have been defined in 

similar ways while projecting its prospects in varying articles and literature. 

2.1 Serverless Computing 

Defining Serverless Computing, [4] referred to it as “FaaS – Function as a Service, which is 

essentially a stateless computing container that is event-triggered and lasts for a single 

invocation”. This definition was based on resource provisioning, allocation and function 

invocation. On the notion of server scaling, [1], noted that “Serverless computing is a platform 

that hides server usage from developers and runs code on-demand automatically scaled and billed 

only for the time the code is running”. They emphasized two key aspects in their view of 

definition which pinpoints cost and elasticity. Cost – denoting that services are only billed at times 

when running and unbilled when idled. Elasticity – denoting the scaling of servers by cloud 

providers which is abstract to developers.   

In the views of [6], “Serverless Computing, also known as Functions as a Service, is a new 

approach to cloud computing that allows programmers to run event-driven functions in the cloud 

without the need to manage resource allocation or configure the runtime environment”. In their 

view, they emphasized the technology’s capabilities to easily write robust and large-scale web 

services – microservices to be deployed as serverless functions. Also, [7], summarized that 

Serverless Computing “is an event-driven computing model or code execution where underlying 

infrastructure (including physical and virtual hosts, virtual machines, containers as well as 

operating systems) is abstracted from the developer and the service consumer”. In this view, cloud 

applications execute as stateless containers running on the instance of an event triggering where 

their logics are encapsulated and deployed as functions running on the cloud provider’s containers. 

On a contrary view, [8], emphasized that “serverless computing provides a programming model 

that is not simply elastic, in the sense that humans or scripts can add and remove resources as 

needed”. Their emphases were centered on “autoscaling” and that a serverless application is not 

just FaaS-based but with a supported standard/proprietary library. On the latter, they stressed that 

serverless computing has brought about a step forward and two steps backward as they quibbled 

its autoscaling potentials in current computing trends. However, this paper sees Serverless 

Computing as small stateless and event-driven functions as a service where computational services 

are deployed as a unit of functions in the cloud. Its FaaS nature conceptualizes services as 
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functions for consumers at the expense of running time only. Thus, a look at its architectural 

build-up will broaden the comprehension.  

2.2 Serverless Architecture and Computing Technologies 

From a developer’s perspective, serverless architecture entails applications built using custom 

code (functions) that run on a stateless, managed FaaS platform, and typically orchestrated by 

events [5] Figure 1 depicts components of the architecture. 

 

Figure 1. Serverless Architecture [18]. 

The building blocks of serverless computing has been highlighted in work of literature [5,9,10]: 

“API Gateways – a communication layer between the frontend and the FaaS layer; Backend as a 

Service (BaaS) – is essentially a cloud-based distributed NoSQL database which essentially 

removes database administration overheads. BaaS features include cloud storage, push 

notifications, server code, user and file management, and many other backend services; FaaS – is 

the layer that executes specific business logic (or code) with the cloud provider providing the level 

of abstraction in terms of executing the business logic”. It is seen as the core of serverless 

computing and is sometimes interchangeably used. 

2.3 Platform Providers for Serverless Computing 

Different cloud providers have emerged to provide environments in aiding cloud developers in 

deploying successful serverless applications. [10], noted that “major serverless platform providers 

are: 

i. Amazon Lambda: This is a serverless function platform provided by Amazon Web 

Service (AWS). Amazon Web Services introduced the first serverless computing platform, 

AWS Lambda, in 2014, and similar abstractions are now available from all major cloud 

providers[6]. Amazon Lambda is the most mature serverless platform on the market. It 

supports a variety of programming languages including Java, Python, and Node.js. 

Lambda takes advantage of most AWS services and allows developers to apply its 

functions as event handlers as well as to provide glue code when composing services [10]. 
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ii. Microsoft Azure Functions: This serverless platform is provided by Microsoft. It lets 

developers write code for functions like processing images, sending emails, and 

maintaining files that are executed on schedule or when needed. The platform provides 

HTTP webhooks, integration with Azure, and support for such programming languages as 

.NET, Go, Node.js, Python, PHP, and Java. The runtime code is open-source and is 

available on GitHub under an MIT License [10]. 

iii. Google Cloud Functions: It is a computing platform that provides basic FaaS 

functionality to run serverless functions written in Node.js in response to HTTP calls and 

events from Google Cloud services. It provides development tools such as prediction APIs, 

translation APIs, and data storage [10]. 

iv. IBM Cloud Functions: This is another serverless deployment that acts as an event action 

platform for creating composite functions. It supports Node.js, Java, Swift, Python, and 

arbitrary binaries embedded in a Docker container. Cloud Function is based on 

OpenWhisk, which is available on GitHub under an Apache open-source license”.  

Several other emerging serverless providers are shown in Figure 2.   

 

Figure 2. Platform Providers for Serverless Computing [11]. 

3. Technological Applications and Issues 

3.1 Serverless Application Use Cases 

Several use-cases have experienced computing edges via serverless approaches as a result of their 

economical simplicity [12]. Serverless architecture is applied in developing serverless specific 

applications and commonly used cases are as depicted in Figures 3 - 5. 
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Figure 3. Serverless Application Use-Cases [11]. 

According to [4] “FaaS-suggested usages are similar across providers and can be generalized into 

data-processing and backends. Specifically, the following use cases are mapped to the provider’s 

capabilities:  

i. The advertised solutions for AWS Lambda are data real-time file processing, real-time 

stream processing, data transformations, and backends for Internet-of-Things, mobile, or 

web applications.  

ii. Based on Microsoft’s suggestions, Azure Functions can be used to implement web 

applications, APIs, microservices, machine learning workflows, data processing pipelines, 

and real-time processing applications.  

iii. Google Cloud Functions are suitable for implementing application backends, real-time 

data processing systems, and intelligent applications”.  

Each serverless platform provider is dominant in application-specific domains peculiar to their 

platform capability. Despite serverless applications in dominant use cases like web applications, 

backends, data processing, chatbots, Amazon Alexa, and IT automation; there are instances where 

serverless can and cannot be applied as captured in Figure 5. It is most suitable for ephemeral 

stateless event-driven applications and practically not too suitable for long-lasting stateful 

applications. Figure 6 shows its building blocks and services. 
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Figure 5. Serverless Application Use Cases [11]. 

 

Figure 6. Service for Building Serverless Applications [11]. 

3.3 Open Challenges Toward its Adoption 

The serverless architecture, regardless of its benefits, is associated with some concerns for 

developers and service consumers, making it a challenge for its slow adoption for building a true 

pay-as-you-use application for cloud services. These concerns are identified in works of literature 

and are categorized as follows [1,2,8,12]:“  
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i. Vendor lock-In: This is a portability concern where a serverless application running on 

one provider’s serverless infrastructure will require additional re-engineering to be 

transferred to another provider’s serverless infrastructure. Portability needs requirement 

change for multitenancy operations. That is, a serverless application written in the AWS 

platform can only run in such provider’s platform, except it is modified to run in another. 

This issue is a major challenge to developers, and the thought of rewriting or modifying 

functions to run on multiple platforms is weighing on its fast adoption. 

ii. Tools and Frameworks: another issue affecting the adoption is that of technologies and 

frameworks which are yet flexible and open-sourced to many developers. As serverless is 

an emerging technology, the development frameworks are yet unpopular, which raises 

great concern for application developers. According to [12], The lack of proper modeling 

paradigms leads to non-unified development approaches which will reduce the quality of 

the code and also complicate collaborations of developers in long term.  Thus, tools and 

frameworks are yet ready to support the shift from traditional cloud-based applications to 

serverless applications for developers. 

iii. Startup Latency and Cold Starts: Startup latency in FaaS is usually a result of a cold or 

warm start. When events are triggered, concerns are usually on cold start startup latency 

due to the creation of a new function instance. Also, with serverless ability to scale to zero 

to avoid payment for idle time, there may be overhead in invocation latency resulting from 

a cold start. These incur overhead usually vary from [9]: the language you use, how many 

libraries you’re using, how much code you have, the configuration of the serverless 

function environment itself.  

iv. Data Loss: It is easy to write a serverless function that produces incorrect results or leaks 

confidential data when reused. Terminate function instances when they are idle can lead to 

data loss if the programmer is not careful [6]. 

v. Resource Limits: Serverless computing imposes limits on memory, function execution 

time, bandwidth, and CPU usage. For instance, the maximum execution time per request is 

300 seconds (or 5 minutes) for Azure Functions and AWS Lambda. 

vi. Increased Security Concerns: There are high-security risks in a serverless environment, 

as many users run their functions on a shared platform. Thus, if someone loads malicious 

code, it may negatively affect all cloud users. 

vii. Function State: While real applications require state, it’s not clear how to manage state in 

serverless functions, as they’re stateless. FaaS is stateless because it can’t be guaranteed 

that the state is persistent across multiple invocations. 

viii. Multi-tenancy Concerns: In addition to your application, a serverless provider also 

supports other clients. Thus, there’s a risk that your software will be placed on the server 

along with function-heavy applications that may cause slow performance. 

ix. Sharing and Intra-communication: Serverless applications are composed of functions 

that need to work together to achieve the application's desired functionality. In today’s 

serverless infrastructures, two (Lambda) functions can only communicate through an 

autoscaling intermediary service; today, this means a storage system like S3 which is 

radically slower and more expensive than point-to-point networking [8]”. There is bound 

to be a function addressing problem and that of Intra-communication for functions.  
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3.4 Remedies for Concerns 

As at the time of this work, some of the suggested remedies but not limited to help hasten the 

adoption were highlighted as follows: 

• Function Instance Reuse: A cold startup latency can be curbed as a “warm start” and can 

be introduced as a remedy. This according to [9], “involves the reuse of an instance of a 

serverless function and its host container from a previous event”. Practically, the reuse of 

an instance of the same function can help to reduce latency in any serverless environment.  

• Availability of Skills: as an emerging technology, cloud developers are still in the grey to 

shift to serverless applications as [9], stressed also that “serverless computing is a fairly 

new business, so there’s a lack of developers on the market with skills in serverless 

programming. Software companies may have to invest in training their developers to catch 

up with new business trends”. 

• Persistent State: [13], opined that “Storing state external to a stateless FaaS could enable 

many important applications and allow big datasets to trigger multiple microservice-based 

FaaS invocations”.  

These are a few of the many setbacks that have led to the slow adoption of serverless computing 

by cloud developers. However, its benefits outweigh these setbacks. 

3.3 Benefits 

Unburdened in brevity by the highlighted issues in the prior section compared to other cloud 

computing services, serverless computing offers different tradeoffs regarding cost, control, and 

flexibility [2]. These tradeoffs provide consumers (cloud developers) the advantage of putting 

more focus on business logic instead of provisioning and managing servers, amongst other things. 

In addition, other benefits identified in the literature have been highlighted as follows [2,5,9,14]: 

i. Reduced Costs: According to [14], “Serverless computing reduces the cost of developing 

and deploying features because it reduces operational and development costs, lowers the 

cost to scale applications and provides a more dynamic pay-as-you-go model. Serverless 

computing is based on the principle of pay-as-you-go. It costs nothing when your 

application doesn’t run. Developers pay only for the time when their application executes a 

user’s functions in response to specific events or requests. This model greatly benefits 

developers, as they can significantly save cloud costs. It also aids in reducing development 

costs for developers as there’s no need to handle updates or infrastructure maintenance.  

ii.  Elastic Scalability: Developers no longer need to purchase additional infrastructure for 

handling unexpected growth as serverless architecture can scale up and down according to 

application workload, this is achieved by replicating functions. The cloud service provider 

manages infrastructure, which means services can scale faster than before, automatically 

scaling up to accommodate many concurrent users and scale down when traffic subsides. 

iii. Improved Resource Management: Applications developed in serverless environments 

are more fine-grained. This means that the cloud provider can closely match abstract 

demand to actual system resources. When an application doesn’t run, the cloud provider 

distributes the server resources among other running applications. Once a triggering event 

appears, resources are allocated to execute the function. There will be no extra resources so 

you do not need to pay for resources not used. 
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iv. Fewer Responsibilities for Developers: In the serverless model, the cloud provider has 

more control over resources and more insight into the context of application behavior. 

Developers don’t need to care about workload intensity, resource distribution, scaling, and 

application deployment as these issues are in the hands of the cloud provider. 

v. Faster Releases and Reduced Time to Market: To deploy new functions, developers just 

need to compile their code, zip it, and upload it to the serverless platform. There’s no need 

to write any scripts to deploy functions. This leads to faster releases and time-to-market 

reductions of up to two-thirds according to a study by Microsoft. 

vi. Agile-friendly Development: Serverless computing allows developers to concentrate on 

application code rather than infrastructure maintenance. Moreover, it benefits developers 

through reduced software complexity and better code optimization. For instance, if an 

application usually takes one second to execute an operation with a hardware server, in a 

serverless environment it may take only 200 milliseconds, so developers can save 80 

percent of their costs. 

vii. Multi-language Support: Currently, some serverless platforms support multiple 

programming languages, so developers can choose the most convenient for them. 

viii. Built-in Logging and Monitoring Mechanisms: Serverless providers have developed 

their solutions for user logging and monitoring that eliminate the need for developers to 

purchase third-party tools for similar purposes. In addition, serverless providers offer 

function-level auditing that ensures the application data privacy that’s necessary for full 

GDPR compliance”. 

To justify the serverless extension of the cloud computing technology and expose its benefits over 

the challenges, a sample walkthrough of a serverless application was built to demonstrate 

functions as services in emerging computing technology. 

4. Building a Serverless Application – A Sample Walkthrough 

AWS is considered for this walkthrough as it is the most popular and widely used serverless 

platform by developers. AWS provides several services in order to build and deploy a serverless 

application. Figure 7 shows the steps required in deploying a serverless application. 
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Figure 7. Steps in Building and Deploying a Serverless Application [11]. 

To demonstrate a sample walkthrough of a serverless web application, using AWS Platform, the 

following services will be highlighted [11] – “AWS CodeStar, AWS Cloud9, and Node.js:  

• Cloud9 is a cloud IDE for writing, running, and debugging code. Cloud9 comes 

prepackaged with essential tools for many popular programming languages (JavaScript, 

Python, PHP, etc.) so you don’t have to tinker with installing various compilers and 

toolchains.  

• AWS CodeStar is a software development tool that enables you to quickly develop, build, 

and deploy applications on AWS. With CodeStar, you can set up your continuous delivery 

toolchain in minutes, allowing you to start releasing code faster.  

• Node JS is an open-source platform for building server applications with JavaScript with 

support for writing command-line tools for server-side scripting, typically to create 

dynamic web pages [15]. The advantage of using Node.js for serverless application 

development is centered on the fact that, when you deploy a Node.js application as a 

serverless function, resources are allocated on the fly to run your code when a specific 

event is triggered. You don’t have to provision or pay for server resources upfront — these 

resources will be created for you by your cloud provider when, and only when, your code 

needs to run”. 

4.1 Creating a Default Serverless Application Using AWS Platform and Resources 

To use this platform,  

➢ Get a user account and role in AWS which are required in gaining access to AWS Lambda 

Functions. Obtaining this access, navigate to the AWS console to access your CodeStar 

IDE and select your project to start your application development with the support of 

creating a service role for you.  

➢ Select the template with AWS Lambda and Node.Js for building web apps as depicted in 

Figure 8. 
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Figure 8. Project Template. 

➢ enter Project Details – enter obuaya-nodejs-sls-app for the name of the project and select 

AWS CodeCommit, then select Next and select Create Project, afterwards, select AWS 

Cloud9 as your editor on the Set-up tool. With this, an instance of the project application 

is generated – t2.micro as depicted in Figure 9. The Cloud9 IDE will run on this instance 

and it will be accessible via a client web browser. 

 

Figure 9. Configure Cloud9 Editor with an Instance of the Application. 

➢ The project is then set up in connection to an IDE – Cloud9, by CodeStar. The setup is a 

complete continuous integration pipeline using CodeCommit for version control, AWS 

CodeBuild to build and test, and AWS CloudFormation for deployment to Lambda. 

Additionally, CodeStar will use Amazon CloudWatch to monitor your application. 

➢ In a few minutes, the name of the project (obuaya-nodejs-sls-app) with complete set up for 

runtime and editor are all generated with an application service endpoint or API which in 

this case is “https://8uhuqvfurj.execute-api.us-east-2.amazonaws.com/Prod/”. This 

serverless app is ready and executed via the endpoint in a web browser as seen in Figure 

10. 
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Figure 10. Serverless Application Deployed 

4.2 Modifying the Default Serverless Application 

This section is vital for developers in order to make suitable changes to the default Node.Js 

serverless application. Modification can be done on the Cloud9 IDE environment by following the 

steps below: 

➢ Select the start coding from the CodeStar Dashboard to enable a git repository clone of 

the application into the coding environment via the command - cd /home/ec2-

user/environment/obuaya-nodejs-s. Highlight the index.html file and the Cloud9 IDE 

imports it to a coding interface with your global username and email as depicted in Figure 

11. 

 

Figure 11. Index Page of the Application. 

➢ add and save modifications by doing the steps:  
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o enter the command git status. If git returns modified: public/index.html in red, you 

have successfully saved your changes; 

o stage your changes, commit your changes, and push the changes to the master 

branch in git on CodeCommit using the following command:  

git add public/index.html 

git commit -m modified index page 

git push origin master” 

➢ If successfully pushed, navigate to the Pipeline History, then click on it to see how your 

function was triggered as an AWS event by CloudWatch as shown in Figure 12. 

 

Figure 12. CodePipeline Execution History. 

It is evident that it committed and was successfully built. The chart for continuous deployment 

from how it moved from one stage to another was captured in Figure 13.  

 

Figure 13. Continuous Deployment Chart 
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It is advised to terminate all project resources to avoid being charged. Project resources can be 

accessed via the project settings and it will display all resources used for deployment and 

invocation as shown in Figure 14.  

 

 

Figure 14. Project Resources. 

4.3 Discussion 

Despite the variance in the literature about the concept of serverless computing, it is pertinent to 

agree that it has a lot to offer and contrary conceptual views are as a result of its infancy and 

emerging technologies are usually concordant with open challenges as noted in the work of [16]. 

As an emerging trend in cloud computing, it holds the key architectural patterns for services 

computing in the cloud. The extension of cloud services by this technology is to be welcomed 

with an optimistic assertiveness by developers to enable worthy efforts on application logic. These 

service attitudes and patterns were also detailed in [17]. 

Exploring the functionality of serverless computing via its building blocks and services, the 

architecture provides developers with computing resources to improve their efficiencies and 

productivity. The technology of serverless computing comes with challenging concerns 

notwithstanding its juicy advantages. Stressing concerns peculiar to developers are those of the 

limiting resources such as the execution time of serverless functions associated with function 

providers like Azure and Lambda (AWS). Another alarming concern that had imposed drawbacks 

on developers on its adoption is tied to security. Developers may write function services and 

deploy them in a shared serverless platform – this exposes the application to the risk of being 

maliciously attacked and denied invocation or access to their apps. Additionally, due to FaaS 

stateless nature, there is the challenge of guaranteeing doggedness of their states across multiple 

invocations and besides, multiple platform challenge restricts supports for other clients’ 

collaboration.  

Emerging technologies are always susceptible to challenges and remedies are spawned 

accordingly as it trends. Associated open challenges of this technology were considered with 

remedies: to reuse function instances and its domicile host service containers to reduce startup 

latencies; software firms to train developers with skills to build microservices that support FaaS 

invocation on shared and intra-serverless platforms. Adding to this, the sample walkthrough 
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demonstrated an exploratory use of serverless computing technologies and services in building a 

serverless application in an AWS platform, to obviate server-related burdens and focus only on 

application logic – thus, to encourage and expedite developers towards its adoptions. 

Significantly, serverless technology offers an easier, cheaper, and faster way to deploy cloud-

based applications and doesn’t require developers to focus their time resources on how their 

backbends will work. These are beneficial in hastening its adoption to building applications on the 

FaaS platform. 

5. Conclusion 

Objectively, serverless computing has been explored and exposed towards its adoption by cloud 

developers. Being an emerging cloud computing technology, the exploratory efforts in this paper 

revealed that the issues limiting full serverless technology adoption were open challenges, and 

research experts are relentlessly on deck to proffer solutions to most of the open challenges to 

enable a rapid shift for developers towards adopting serverless functions for cloud applications. 

The impact of this study is noteworthy for foundational knowledge on serverless computing as a 

trending technology towards expediting its adoption by cloud application developers. The 

outcome will encourage prospective and cloud developers in building serverless applications 

taking cognizance that, its benefits still outweigh the challenges. Though still in an emerging 

phase, serverless computing and its technologies will indeed become the next evolution of services 

computing in the cloud. 
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Abstract 
This work investigated the effect of growth media on the strength development and microstructure of cement mortar. 

The bacterium called Bacillus Coagulans was incorporated at different cell concentrations of 1.5x108, 6.0x108 and 

1.2x109 suspension density with varying percentage replacement of Nutrient Broth Medium (NBM) at 30%, 40% and 

50% and mixing water to the dry mix of cement and sand (fine aggregate). Mix ratio of 1:3 was used with water 

cement (w/c) ratio of 0.5. To establish the objective of gain in strength, mortar cubes were tested at 3, 7, 14 and 28 

curing duration and the results compared with controlled cement mortar. Compressive strength obtained for control 

cement mortar was 24.08N/mm2 and optimal bio-cement mortar was 28.02N/mm2 at 28days curing age was achieved 

with the addition of 1.5x108B. Coagulans suspension density with 50% NBM. The strength improvement is due to the 

growth of calcite crystals within the pores of the cement sand matrix as indicated from the microstructure obtained 

from Scanning Electron Microscopy (SEM) examination. It also indicates 3.46% improvement of water absorption at 

28days for 1.5x108 B. Coagulans suspension density with 50% NBM as against 5.98% water absorption at 28days 

curing age for control. 

 

 

Keywords: 

Bacillus Coagulans, Bio-cement mortar, Compressive strength, Nutrient Broth growth Medium (NBM), Scanning 
Electron Microscopy (SEM). 
 

1.0 Introduction 

Today, due to increase in population and urbanization, the need to provide safe and 

environmentally friendly structures have become a necessity. Concrete is widely used as 

construction material around the world because of its resistance, durability and low cost in 

comparison with other construction material [1, 2]. Cement is one of the most important 

components of the concrete, which provides properties of compaction. Modernization and 

industrialization have increased the demand for cement and the world attention has been focused 

on environmental preservation due to the alarming depletion of ozone layer as a result of pollution 

resulting from manufacturing processes. Cement production accounts for about 5-7% of global 

Carbon dioxide (CO2) emission [3]. As demand for supplementary cementitious materials is 

increasing day by day, it is very important to find a suitable technology to ensure the improvement 

of properties of structures.      

Bio-cement a recently discovered novel product of bio-mineralization based microbial induced 

calcite precipitation (MICP) process, is widely used to improve the durability of concrete [4]. To 

date, several studies have demonstrated the positive influence of microbial compounds on cement 

mortar and concrete properties. The MICP process is an effective and eco-friendly technology that 

can be applied to solve various environmental problems [5, 6, 7, 8, 9, 10, 11, 12]. MICP refers to 

the formation of calcium carbonate from a super saturated solution due to the presence of their 

microbial cells and biochemical activities [13]. Calcium carbonate is one of the most well know 

mineral that bacteria deposit by the phenomenon called bio-cementation or MICP. Such deposits 

have recently emerged as promising binders for protecting and consolidating various building 

materials [14]. It should be noted that bacteria have been in existence, however many of their 

biotechnological applications are not yet widespread [15]. Although most researchers are 

concerned in the calcite precipitation and the process is not yet clear and defined. The effect of 

multi-component growth media, containing germination and sporulation aids for the bacteria 

aerobic oxidation pathway, on the basic properties of fresh and hardened cement mortar instead of 

the potential self-healing efficiency in a structural service was investigated by [16] and also [17] 

http://www.nipesjournals.org.ng/
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altered the chemical dosage proportions of the nutrient growth medium to achieve early strength in 

concrete.  

NUB enhance the germination of bacterial cells, sporulation of bacteria and precipitation of calcite 

within the pores of the cement-sand matrix, which typically consist of calcium, carbon and 

nitrogen sources. Thus, in this study, the microbially induced calcite precipitation process is 

utilized in cement mortar to improve its compressive strength. 

2.0 Materials and Method 

2.1 Materials 

2.1.1 Microorganism 

In order to stimulate calcite mineralization, which is a by-product of microbial metabolic activity, 

a urease producing bacteria was used to induce the calcite precipitate. This MICP process is 

known as Urea Hydrolysis. The bacteria specie used for the study was Bacillus Coagulans. It is 

classified as ATCC 7050 in the American Type Culture Collection, endospore-forming (spore is 

formed within the cell) bacteria, it is a Gram-positive rod-shaped bacterium, grows optimally at 

37°C and pH in the range 5.5 to 6.2. It is obtained from the Department of Microbiology 

laboratory Ahmadu Bello University, Zaria which was isolated from lateritic soil.  

 

2.1.2 Nutrient Broth Growth Medium 

The growth medium was prepared using a mixture of chemicals at varying proportions which is 

based on initial microbiological studies [18]. Chemical used include the following per liter of 

distilled water: 3g of nutrient broth (Bacto); 20g of urea; 10g of NH4Cl and 2.12g (equivalent to 

25.2mM) of NaHCO3. 

 

2.1.3 Cement and Sand 

The cement used in this research work was 42.5N Portland Limestone Cement conforming to BS 

EN [19]. Locally available clean, well graded, natural river sand having fineness modulus of 2.76 

and nominal maximum size of 5mm was used conforming to BS EN [20]. 

 

2.2 Method 

2.2.1 Preparation of Microbial cement mortar 

The mortar was prepared using cement sand ratio of 1:3 by weight. On 76mm cubic molds were 

prepared. Cement and sand were thoroughly mixed, adding along with grown culture at w/c ratio 

of 0.5 of different cells concentration of B. Coagulans corresponding to 1.5x108cells/ml, 

6.0x108cells/ml and 1.2x109cells/ml, which the nutrient growth medium was also added at varying 

percentage (%) replacement of w/c ratio (30%, 40% & 50%). Cubes were cast and compacted 

using rammer. After demolding all specimens were cured until compressive strength at the 

intervals of 3, 7, 14 and 28 days. Control specimens were also prepared in similar way.  

 

2.2.2 Compressive Strength 

Compressive strength test was carried out on harden cement mortar and bio-cement mortar in 

accordance to BS EN [20]. The compressive strength test was conducted on cubes of 

76mm×76mm×76mm mixed mortar using the compressive testing machine (Denison) at the 

concrete laboratory of A.B.U, Zaria. The failure load was observed and recorded and the 

compressive strength in N/mm2 was calculated from Equation (1.0). 

 

For mortar     Rc = 
𝑭𝒄

𝟕𝟔×𝟕𝟔
                                           (1.0) 
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Where, RC is the compressive strength in newton per millimeters square, FC is the maximum load 

at fracture, in newton and 76 x 76 is the area of the platens or auxiliary plates in square 

millimeters 

 

2.2.3 Water Absorption 

Water absorption test is carried out to determine the water absorption value of mortar, expressed 

in percentage. This property is particularly important in concrete used for water-retaining structure 

or watertight basement, as well as being critical for durability. This test was performed on 50mm x 

50mm x 50mm cube specimens prepared in the laboratory. Water absorption measurements were 

done by weighing the saturated specimens (Ws) and dried specimens in oven at 110ºC for 24h 

(Wd) at curing times of 3, 7, 14 and 28 days. 

The water absorption was calculated from Equation (2.0)  

Water absorption (%) = (
𝑊𝑠 − 𝑊𝑑

𝑊𝑑
 )× 100                               (2.0) 

 

2.2.4 Scanning Electron Microscopy (SEM) 

Scanning Electron Microscopy (SEM) has become an important tool for study of microstructures, 

hydration progress and structural morphology. This test was conducted to determine the 

microstructure of the sample and to examine it matrices. The mortar cubes considered for the test 

were control cement mortar cube for 28 days curing period and optimal bio-cement mortar cube 

for 28 days curing period. Which was conducted at the multipurpose laboratory of Umaru Musa 

Yar’adua University Katsina State using SEM with serial number MVE015707775 and model 

number 800-07334 (Phenom World made in the Netherlands). 

3.0 Results and Discussion 

3.1 Compressive Strength 

The compressive strength results of the control cement mortar and the bio-cement mortar mixtures 

containing bacterial are shown in Fig. 1, 2 and 3. At 28 curing age, the compressive strength of the 

control cement mortar mixture was 24.08 N/mm2, whereas that of the cement mortar mixtures for 

1.5x108cells/ml are 24.53, 25.57 and 28.02 N/mm2 respectively with varying proportioning of 

Nutrient Broth Medium (NBM) of 30% NBM, 40% NBM and 50% NBM. At 28 curing age, the 

compressive strength results of cement mortar mixtures of 30% NBM, 40% NBM and 50% NBM 

for 6.0x108cells/ml are 24.14, 24.18 and 25.33 N/mm2 and that of 30% NBM, 40% NBM and 50% 

NBM for 1.2x109cells/ml are 24.21, 24.35 and 25.05 N/mm2 respectively. The optimal 

compressive strength of 28.02N/mm2 was obtained for 1.5x108cells/ml with 50% NBM. 

 
Fig. 1: Variation of Compressive Strength with NBM for 1.5x108cells/ml B. Coagulans 

Suspension density. 
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Fig. 2: Variation of Compressive Strength with NBM for 6.0x108cells/ml B. Coagulans 

Suspension density. 

 

 
Fig. 3: Variation of Compressive Strength with NBM for 1.2x109cells/ml B. Coagulans 

Suspension density. 

 

From the result shown in Fig. 1, 2 & 3 above, the compressive strength increases as curing age 

progresses, this is as a result of the specimens mixed with bacterial cells and might be attributed to 

the behavior of microbial cells within the cement mortar matrix and also the strength increases 

with percentage increment of NBM. This study is in agreement with the result reported [11, 16]. 

As genre Bacillus, such as Sporosarcina pasteurii, B. Subtilis and B. Cereus has been most 

commonly used in research studies because of their ability to precipitate calcium carbonate in 

calcite form which makes them suitable to use for strength improvement in cement mortar and 

concrete [5, 21, 22].  

3.2 Water Absorption 

The results shown in Fig. 4, 5 and 6 illustrates that the water absorption of cement mortar with or 

without bacterial cells decreases with time of curing up to 28 days, this is due to the continuous 

hydration and accumulation of hydrated products which fill the open pores of the specimens. Also, 
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the water absorption values of cement mortar specimens mixed with bacterial cells at 

1.5x108cells/ml, 6.0x108cells/ml and 1.2x109cells/ml are lower than those of control specimens. 

This is attributed to that bacterial biomass and microbial calcite precipitation within the pores and 

on the surface of cement mortar and also percentage replacement of the NBM with curing days 

had effect on the water absorption, compared to the control at either age. However, the 

improvement is attributed to the nitrogen and carbon source in the growth medium which permit 

the germination of bacterial spores, growth of bacterial cells, precipitation of calcite and 

sporulation of bacteria as seen in similar study [16]. 

 

 
Fig. 4: Variation of Water absorption with NBM for 1.5x108cells/ml B. Coagulans Suspension 

density 

 

 

 
Fig. 5: Variation of Water absorption with NBM for 6.0x108cells/ml B. Coagulans Suspension 

density. 
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Fig. 6: Variation of Water absorption with NBM for 1.2x109cells/ml B. Coagulans Suspension 

density. 

3.3 Scanning Electronic Microscopy (SEM) 

To determine whether the increase in compressive strength of the specimens prepared with 

bacteria could be attributed to the microbial calcite precipitation, the mortar samples were taken 

off and examined under SEM. Plate 1 is a scanning electron micrograph of the matrix of bacteria-

free cement mortar while Plate 2 shows micrographs of the specimen prepared with Bacillus 

Coagulans. The sample showed calcite crystals grown all over and precipitated. 

 

 

  

 

 

 

 

 

 

                          

 

Plate 1: Cement Mortar at 28 days (Control)                 Plate 2: Optimal Bio-Cement mortar  

 

4.0 Conclusion 

Based on the result of the study, it is concluded that the compressive strength of the bacteria 

modified cement mortar were improved due to the deposition of the calcite by the bacterial 

activity. The compressive strength increases with concentration of bacterial cells while a decrease 

in strength improvement was observed when cement mortar mixed with 6.0x108cells/ml and 

1.2x109cells/ml. The addition of bacterial cells with increment of the Nutrient Broth growth Media 

(NBM) to the cement mortar improves the compressive strength of the mortar with respect to 

control. Therefore, the optimum bacterial cells concentration which leads to the highest 
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improvement in cement mortar gives higher compressive strength of 28.02N/mm2 at 28days is 

1.5x108cells/ml with 50% growth media. The compressive strength of the bacteria modified 

cement mortar were improved due to the deposition of the calcite within the pores of the cement-

sand matrix as indicated from the microstructure obtained from scanning electron microscopy 

(SEM) examination. Based on the result of the study, it is concluded that the water absorption of 

the bacteria modified cement mortar were improved due to the deposition of the calcite by the 

bacterial activity. The water absorption decreases with concentration of bacterial cells while an 

increase in water absorption improvement was observed when cement mortar mixed with 

6.0x108cells/ml and 1.2x109cells/ml. The addition of bacterial cells with increment of the Nutrient 

Broth growth Media (NBM) to the cement mortar improves the water absorption of the mortar 

with respect to control. Therefore, the optimum bacterial cells concentration which leads to the 

highest improvement in cement mortar gives lower water absorption of 3.46% at 28days is 

1.5x108cells/ml with 50% growth media.  
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Abstract 
 

The traditional, classical or conventional energy system such as the use of hydropower plant has been used 

extensively to support electricity in some parts of the state. This in no doubt is not adequately sufficient to meet the 

increasing demand for electricity in Delta State, Nigeria. Consequently, this study is focused on the investigation of a 

hybrid alternative by taking into consideration the accessible renewable resources (majorly biomass, solar and wind) 

these resources are readily available in remote area of the state. To achieve this, a techno-economic analysis is 

conducted. The results demonstrate showed that the hybrid system produces a robust output power with adequate raw 

materials available. Moreover, considering the hybrid system, the efficiencies of the solar PV, wind and biomass are 

32%, 41.6% and 42% respectively. The estimated total capital cost of the whole system is satisfactory and greatly 

economical. Conclusively, the results obtained showed that Delta State, Nigeria has adequate resources in terms of 

required renewable energy to produce power that can be used to supplement the conventional systems. The findings 

also reveal that encouraging the hybrid alternative energy system will be useful for off-grid power in Delta State of 

Nigeria. This will help create job for young people, reduce the rate of crime and also improve education system in the 

country. 
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1. Introduction 

Nigeria is one of the developing countries in Africa. There are thirty six states in Nigeria. Delta 

State is in the South East of Nigeria and the population of Nigeria has risen greatly in recent times 

[1]. The demand for the local energy source is common in the Eastern Part of Nigeria where 

majority does not have access to electricity. The most affected are the people living in villages and 

rural communities, in such locations, lantern, candles and head torches are used extensively.  Few 

populations living in urban settings are known for using popular clean cooking fuels and other 

renewable energy technologies, like the cooking gas etc.  While the majority use firewood, 

charcoal and other sources of local fuel as their primary cooking fuel [2]. In Lusaka, 96% of rural 

areas use a solar panel for lighting, while some households use torch as their source of lighting. In 

a previous study, [3] interviewed the people in Lusaka about electricity access. In the case of 

household without a grid connection, a participant in the study explained that although she had the 

capacity and willingness to pay tariffs if she were to use electricity just for lighting, but she could 

not afford the connection fee. Other researchers are of the opinion that the use of electricity for 

lighting depend on equipment such as refrigerator and/or television. For cooking, electricity is 

used only sparingly and then only for quick tasks such as boiling an egg because the tariffs are 

unaffordable. 

In Nigeria, there are abundant materials which are very useful sources of energy in underutilised 

form in hydro power form and other forms. Moreover, the available renewable energy resources 

http://www.nipesjournals.org.ng/
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such as solar, biomass, wind, and geothermal are under-utilised. The aim of the present study is to 

harness the potential of these energy resources to increase access to electricity in rural areas, 

especially in Delta region of Nigeria. Delta State of Nigeria has great population. The study also 

investigates the technoeconomic feasibility of these renewable energies in a combined hybrid 

system. Based on the energy resources and household energy demand in Delta State Nigeria, 

according to the 2016 projected populations, the total population as that year was estimated as 

presented in Table 1. Row 12 of the table shows the population of Delta State as at 2016. This 

year 2021 the population in the state has gone far higher as a result of the new revolution.  

 

Table 1: States in Nigeria and Population in 2006 and 2016 Respectively  

Rank 

(2006) 
State Population (2006) Population (2016) 

1 Kano State 9,401,288 15,076,892 

2 Lagos State 8,113,605 12,000,598 

3 Kaduna State 6,113,503 8,252,366 

4 Katsina State 5,801,584 7,831,319 

5 Oyo State 5,580,894 7,840,864 

6 Rivers State 5,198,605 7,303,924 

7 Bauchi State 4,653,066 6,537,314 

8 Jigawa State 4,361,002 5,828,163 

9 Benue State 4,253,641 5,741,815 

10 Anambra State 4,177,828 5,527,809 

11 Borno State 4,171,104 5,860,183 

12 Delta State 4,112,445 5,663,362 

https://en.wikipedia.org/wiki/Kano_State
https://en.wikipedia.org/wiki/Lagos_State
https://en.wikipedia.org/wiki/Kaduna_State
https://en.wikipedia.org/wiki/Katsina_State
https://en.wikipedia.org/wiki/Oyo_State
https://en.wikipedia.org/wiki/Rivers_State
https://en.wikipedia.org/wiki/Bauchi_State
https://en.wikipedia.org/wiki/Jigawa_State
https://en.wikipedia.org/wiki/Benue_State
https://en.wikipedia.org/wiki/Anambra_State
https://en.wikipedia.org/wiki/Borno_State
https://en.wikipedia.org/wiki/Delta_State,_Nigeria
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13 Niger State 3,954,772 5,556,247 

14 Imo State 3,927,563 5,408,756 

15 Akwa Ibom State 3,178,950 5,482,177 

16 Ogun State 3,751,140 5,217,716 

17 Sokoto State 3,702,676 4,998,090 

18 Ondo State 3,460,877 4,671,695 

19 Osun State 3,416,959 4,705,589 

20 Kogi State 3,314,043 4,473,490 

21 Zamfara State 3,278,873 4,515,427 

22 Enugu State 3,267,837 4,411,119 

23 Kebbi State 3,256,541 4,440,050 

24 Edo State 3,233,366 4,235,595 

25 Plateau State 3,206,531 4,200,442 

26 Adamawa State 3,178,950 4,248,436 

27 Cross River State 2,892,988 3,866,269 

28 Abia State 2,845,380 3,727,347 

29 Ekiti State 2,398,957 3,270,798 

https://en.wikipedia.org/wiki/Niger_State
https://en.wikipedia.org/wiki/Imo_State
https://en.wikipedia.org/wiki/Akwa_Ibom_State
https://en.wikipedia.org/wiki/Ogun_State
https://en.wikipedia.org/wiki/Sokoto_State
https://en.wikipedia.org/wiki/Ondo_State
https://en.wikipedia.org/wiki/Osun_State
https://en.wikipedia.org/wiki/Kogi_State
https://en.wikipedia.org/wiki/Zamfara_State
https://en.wikipedia.org/wiki/Enugu_State
https://en.wikipedia.org/wiki/Kebbi_State
https://en.wikipedia.org/wiki/Edo_State
https://en.wikipedia.org/wiki/Plateau_State
https://en.wikipedia.org/wiki/Adamawa_State
https://en.wikipedia.org/wiki/Cross_River_State
https://en.wikipedia.org/wiki/Abia_State
https://en.wikipedia.org/wiki/Ekiti_State
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30 Kwara State 2,365,353 3,192,893 

31 Gombe State 2,365,040 3,256,962 

32 Yobe State 2,321,339 3,294,137 

33 Taraba State 2,294,800 3,066,834 

34 Ebonyi State 2,176,947 2,880,383 

35 Nasarawa State 1,869,377 2,523,395 

36 Bayelsa State 1,704,515 2,277,961 

– 
Federal Capital 

Territory 
1,405,201 3,564,126 

 

2. Renewable Energy Potential and Conversional Methods  

Researchers and strategist in energy field tend to explore the potentials of renewable energy using 

the classical and global approach. This section shall focus on exposition to biomass energy, solar 

energy PV and hybrid renewable energy system. 

 

2.1. Biomass Energy- Biomass can be used in solid or gasified form for heating or energy 

generation. It can also be transformed to liquid or gaseous fuels. Biomass can be used as a source 

of renewable energy either directly through combustion for the production of heat or indirectly 

through the transformation of biomass into various forms of biofuels [4]. The biofuel can be used 

in a gas turbine to generate electricity, a heat-producing boiler, or a combined heat and power 

plant (CHP) to generate both heat and power. Various methods for converting biomass to biofuel 

exist, and they are broadly classed as physical-chemical, combustion, thermochemical, and 

biochemical transformations [5]. Presently, woody biomass and charcoal are projected to provide 

roughly 90% of the resources used by most African Country households [6]. The vast nature of 

most forest in terms of landscape is roughly about sixty six percent of the country's total land area, 

this is vanishing as a result of the rising energy demand. One of the reasons for investing in 

renewable fuels like biogas and biofuels is as a result of the strain on the forest resource. There are 

so many feedstocks which can support the production of biogas like the sun flower seed, Jatropha, 

water hyacinth, cottonseed, soy seeds are all potential biofuel feedstocks available in most African 

Countries [6]. According to research conducted by [7] focused on information obtained from the 

Ministry of Energy, there are currently three hundred and forty one thousand biogas digesters in 

use. Equally, [8] is of the opinion that sugar cane as a feedstock is another source of biomass 

https://en.wikipedia.org/wiki/Kwara_State
https://en.wikipedia.org/wiki/Gombe_State
https://en.wikipedia.org/wiki/Yobe_State
https://en.wikipedia.org/wiki/Taraba_State
https://en.wikipedia.org/wiki/Ebonyi_State
https://en.wikipedia.org/wiki/Nasarawa_State
https://en.wikipedia.org/wiki/Bayelsa_State
https://en.wikipedia.org/wiki/Federal_Capital_Territory_(Nigeria)
https://en.wikipedia.org/wiki/Federal_Capital_Territory_(Nigeria)
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energy currently in use to complement one of the African country’s - Nigeria's energy needs 

[7][8].  

 

2.2. Solar Energy Photovoltaics (PV) and solar thermal systems are two ways in which energy 

can generated from solar energy. when the energy radiating from the sun makes impact with the 

solar cell, it causes the electrons to flow around, resulting in electricity. An electric current is 

started by the action of electrons. The conversion of sunlight to energy occurs invisibly and 

quickly. There are no moving parts to break down. The concentrated solar power (CSP) utilizes 

solar radiation to generate electricity in a similar way as solar cells, but in a different method. 

Most solar thermal systems employ a mirrored solar collector to direct sunlight onto a receiver 

that heats a liquid. In the same way that coal plants operate, the super-heated liquid is utilized to 

create steam to generate electricity [9]. Nigeria has a year-round average of 2,000 to 3,000 hours 

of sunshine. Global horizontal irradiation is 5.5 kWh/m2 /day on average. The areas with the 

highest Global Horizontal Irradiation (GHI) are the south-west part of Western Province. The 

south-south part of Nigeria has an average daily amount of sunshine exceeding 6.3 kWh/km2 

(yearly total around 2300 kWh/km2) and more [10][11]. C. Wind Energy A wind turbine is a 

revolving mechanism that converts mechanical energy from the wind's kinetic energy. The 

propeller-like blades of a turbine are turned by the wind around a rotor, which spins a generator, 

and generates power [12]. Wind speeds has an average of 2.5 m/s at 10 m above the ground (a 

speed that is mainly suitable for mechanical applications). The Department of Energy has drawn 

plans to develop a wind atlas to identify areas where electricity can be generated from wind. Seven 

areas in Nigeria have been identified as viable for off-grid wind power generation [7]. D. Hydro 

Energy To generate electricity using hydropower energy, water must be in motion. This is kinetic 

(moving) energy. When flowing water turns the blades in a turbine, its form is changed to 

mechanical (machine) energy.  

The turbine then turns the generator rotor which converts this mechanical energy into another 

energy form (electricity). Since water is the initial source of energy, this is called hydroelectric 

power [13]. Presently, Nigeria has an installed large hydro power generation capacity of 2,350 

MW. In the future, the projected capacity is about 6,000 MW [14]. The country depends on 

hydropower for power generation which accounts about 95% of total generation [7][8].  

 

2.3. Hybrid Renewable Energy System - The configuration of the hybrid renewable consists of 

three different technologies such as solar PV, wind, and biomass. The mode of operation of this 

system begins when biogas (from organic waste) was fed into the generator. Subsequently, AC 

electricity was produced and stored in a 1 kWh LA battery. A 1kW flat plate photovoltaic and a 

generic 10 kW wind turbine are also coupled to the system to supplement the power produced. 

The generated electricity in the PV system was DC, while AC electricity is generated from the 

wind turbine system. 

Table 2. Energy Consumption Rate 

Consumption kWh/yr % 

AC Primary Load 72,125 100 

DC Primary Load 0 0 

Deferrable Load 0 0 

Total 72,125 100 
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Table 3. Component Cost 

Component Capital Cost 

(NGN) 

Replacement 

(NGN) 

Operating and 

Maintenance 

Cost (NGN) 

Total 

(NGN) 

Wind  20,000,000 1,785,504 2,585,200 24,370,704 

Solar PV 11,366,400 40,000 587,600 11,994,000 

Biogas 

Generator 

16,000,000 4,847,540 7,425,200 28,272,740 

Converter 63,702,400 3,542,800 13,035,312 80,123,214 

 

Table 2-3 present the dataset in terms of obtained dataset and information based on component 

efficiency, cost and energy consumption rate of the system. A summary of the total net cost in the 

present system is presented in Table 2. The major cost of the hybrid renewable energy system is 

the capital cost, followed by the replacement cost and the operating and maintenance cost. The 

total capital cost is NGN63,702,400 while the replacement cost goes for NGN3,542,800 and 

operating cost equal to NGN13,035,312. 

 

3. Conclusion  

This paper investigates a hybrid system consisting of solar PV, biomass, and wind generators. The 

study found that Nigeria has enough renewable resources to generate electricity in Nigeria, 

particularly in the Delta State of Nigeria. From the analysis, it is a clear indication that biomass for 

bioenergy, solar PV and wind energy are sufficient with available feedstocks and sufficient as 

alternative energy source in Nigeria. Moreover, considering the hybrid system, the efficiencies of 

the solar PV, wind and biomass are 32%, 41.6% and 42% respectively. The estimated total capital 

cost of the whole system is satisfactory and greatly economical. The outcome of this study also 

revealed that by increasing the uptake of off-grid projects in Africa, could bring many benefits to 

the rural and urban areas. Some of these benefits are improved education, time saving, and job 

creation. 
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Abstract 
A class of ratio-type estimators of finite population mean has been proposed. The properties of the proposed estimators 

i.e. Bias and Mean Square Error were obtained up to first order of approximation using Taylor’s Series Expansion and 

the condition for their efficiency over some existing estimators were also established. The efficiency of proposed 

estimators showed significant improvement over the estimators considered in the study. The results of the empirical 

study showed that the proposed estimators are more efficient than existing estimators based on the comparison criteria 

measures 
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1. Introduction 

It is well observed and confirmed that the appropriate use of auxiliary information in sample survey 

result to reduction of variance or mean square error of the estimators. The auxiliary variables are 

the population parameters such as populations’ coefficient of variation, coefficient of kurtosis, 

skewness, median, decile, quartile, correlation, etc. Efficiency of estimators of the population 

parameters can be increased by the appropriate use of auxiliary information in relationship with 

auxiliary variable. [1] was the first that made used of auxiliary variable and came up with what is 

known as ratio-type estimator for estimating the population mean which is more efficient than the 

sample mean. Many authors have used different auxiliary variables in modifying estimators of 

population mean in return to increase the precision of the estimators by using prior knowledge of 

population parameters. Authors like [2, 3] developed classes of ratio estimators for the estimation 

of population mean using known auxiliary information on coefficient of kurtosis, coefficient of 

variation and coefficient of variation. [4] also proposed set of ratio-type estimators for the 

population mean using non-conventional location parameters like mid-range, and tri-mean as 

auxiliary information. Other researchers are [5], [6], [7], [8, 9, 10, 11], [12] and [13]. In this study, 

our concern is estimating the population mean using known auxiliary information.  
 

The main purpose of this study is to develop a new set of ratio-type estimators to improve the 

precision of the estimates of population mean in simple random sampling without replacement. The 

auxiliary information used in this study is gini’s mean difference (G). Gini’s Mean Difference (G) 

is a measure of variability which is less sensitive to outliers. The presence of extreme values or 

outliers in the observation of the study variable will have little or no effect on the other estimate. 

Let  1 2, ,..., NU U U U= be a finite population having 𝑁  units and each 

( ), , 1,2,3,...,i i iU X Y i N= =  has a pair of values. 𝑌 is the study variable and 𝑋  is the auxiliary 

variable which is correlated with 𝑌, where  1 2, ,..., ny y y y=  and  1 2, ,..., nx x x x=  are the n sample 

values. y and x  are the sample means of the study and auxiliary variables respectively. 2

yS  and 2

xS  

are the population mean squares of 𝑌 and 𝑋 respectively and 
2

ys  and 
2

xs  be respective sample mean 

squares based on the random sample of size n  drawn without replacement. 

1.2 Literature Review 

The ratio estimator for estimating population mean ( )Y of the study variable ( )Y is given as: 

http://www.nipesjournals.org.ng/
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ˆ ˆ
r

y
Y X RX

x
= =         (1) 

where ˆ y
R

x
=  

( ) ( )21ˆ
x x yBias Y RS S S

X
 = −       (2) 

( ) ( )2 2 2ˆ 2r y x x yMSE Y S R S R S S = + −      (3) 

where 
Y

R
X

=  

[4] proposed a class of ratio type estimators for finite population mean using known values of decile 

mean ( )DM , and coefficient of variation ( )xC  as auxiliary information, the biases, constants and 

mean square errors are given as: 

( )
( )

( )1

ˆ y b X x
Y X DM

x DM

+ −
= +

+
       (4) 

( )
( )

( )2

ˆ
x

x

y b X x
Y XC DM

xC DM

+ −
= +

+
      (5) 

( )
( )

( )3

ˆ y b X x
Y X DM

x DM




+ −
= +

+
      (6) 

( )
2

2ˆ , 1, 2,3x
i i

S
Bias Y R where i

Y
= =      (7) 

( ) ( )( )2 2 2 2ˆ 1 1,2,3i i x yMSE Y R S S where i = + − =    (8) 

1 2 3, ,x

x

YCY Y
R R R

X DM XC DM X DM




= = =

+ + +
 

[14] proposed a class ratio type estimators using the values of median ( )dM , quartile deviation 

( )QD , gini’s mean difference ( )G , downton’s method ( )D , probability weighted moments ( )pwS

, and their linear combination with correlation coefficient ( ) and coefficient of variation ( )xC  as 

auxiliary information given as:  

( )
( )

( )4 1

1

ˆ y b X x
Y X

x




+ −
= +

+
       (9) 

( )
( )

( )5 2

2

ˆ y b X x
Y X

x




+ −
= +

+
       (10) 

( )
( )

( )6 3

3

ˆ y b X x
Y X

x




+ −
= +

+
       (11) 

( )
( )

( )7 4

4

ˆ y b X x
Y X

x




+ −
= +

+
       (12) 
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( )
( )

( )8 5

5

ˆ y b X x
Y X

x




+ −
= +

+
       (13) 

( )
( )

( )9 6

6

ˆ y b X x
Y X

x




+ −
= +

+
       (14) 

( )
( )

( )10 1

1

ˆ y b X x
Y X

x
 

 

+ −
= +

+
      (15) 

( )
( )

( )11 2

2

ˆ y b X x
Y X

x
 

 

+ −
= +

+
      (16) 

( )
( )

( )12 3

3

ˆ y b X x
Y X

x
 

 

+ −
= +

+
      (17) 

( )
( )

( )13 4

4

ˆ y b X x
Y X

x
 

 

+ −
= +

+
      (18) 

( )
( )

( )14 5

5

ˆ y b X x
Y X

x
 

 

+ −
= +

+
      (19) 

( )
( )

( )15 6

6

ˆ y b X x
Y X

x
 

 

+ −
= +

+
      (20) 

( )
( )

( )16 1

1

ˆ
x

x

y b X x
Y XC

xC




+ −
= +

+
      (21) 

( )
( )

( )17 2

2

ˆ
x

x

y b X x
Y XC

xC




+ −
= +

+
      (22) 

( )
( )

( )18 3

3

ˆ
x

x

y b X x
Y XC

xC




+ −
= +

+
      (23) 

( )
( )

( )19 4

4

ˆ
x

x

y b X x
Y XC

xC




+ −
= +

+
      (24) 

( )
( )

( )20 5

5

ˆ
x

x

y b X x
Y XC

xC




+ −
= +

+
      (25) 

( )
( )

( )21 6

6

ˆ
x

x

y b X x
Y XC

xC




+ −
= +

+
      (26) 

where 

( ) ( ) ( ) ( ) ( ) ( )1 2 3 4 5 6, , , , ,d d d pw pwM G M D M S QD G QD D QD S     = + = + = + = + = + = +

( )
2

2ˆ , 4,5,..., 21x
j j

S
Bias Y R where j

Y
= =     (27) 

( ) ( )( )2 2 2 2ˆ 1 4,5,...,21j j x yMSE Y R S S where j = + − =    (28) 

4 5 6 7 8 9

1 2 3 4 5 6

, , , , ,
Y Y Y Y Y Y

R R R R R R
X X X X X X     

= = = = = =
+ + + + + +
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10 11 12 13 14 15

1 2 3 4 5 6

, , , ,
Y Y Y Y Y Y

R R R R R R
X X X X X X

     

           
= = = = = =

+ + + + + +
 

16 17 18 19 20 21

1 2 3 4 5 6

, , , ,x x x x x x

x x x x x x

YC YC YC YC YC YC
R R R R R R

XC XC XC XC XC XC     
= = = = = =

+ + + + + +
 

2. Methodology 

2.1 Proposed Estimator 

Motivated by the work of Subzar et al. (2018), we proposed ratio-type estimators for estimating 

population mean using value of gini’s mean difference as: 

( )
( )

( )1 1

1

ˆ
p

y b X x
Y X

x




+ −
= +

+
       (29) 

( )
( )

( )2 2

2

ˆ
p

y b X x
Y X

x




+ −
= +

+
       (30) 

( )
( )

( )3 3

3

ˆ
p

y b X x
Y X

x




+ −
= +

+
       (31) 

( )
( )

( )4 4

4

ˆ
p

y b X x
Y X

x




+ −
= +

+
       (32) 

( )
( )

( )5 5

5

ˆ
p

y b X x
Y X

x




+ −
= +

+
       (33) 

( )
( )

( )6 6

6

ˆ
p

y b X x
Y X

x




+ −
= +

+
       (34) 

( )
( )

( )7 1

1

ˆ
p

y b X x
Y X

x
 

 

+ −
= +

+
      (35) 

( )
( )

( )8 2

2

ˆ
p

y b X x
Y X

x
 

 

+ −
= +

+
      (36) 

( )
( )

( )9 3

3

ˆ
p

y b X x
Y X

x
 

 

+ −
= +

+
      (37) 

( )
( )

( )10 4

4

ˆ
p

y b X x
Y X

x
 

 

+ −
= +

+
      (38) 

( )
( )

( )11 5

5

ˆ
p

y b X x
Y X

x
 

 

+ −
= +

+
      (39) 

( )
( )

( )12 6

6

ˆ
p

y b X x
Y X

x
 

 

+ −
= +

+
      (40) 

( )
( )

( )13 1

1

ˆ
p x

x

y b X x
Y XC

xC




+ −
= +

+
      (41) 

( )
( )

( )14 2

2

ˆ
p x

x

y b X x
Y XC

xC




+ −
= +

+
      (42) 
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( )
( )

( )15 3

3

ˆ
p x

x

y b X x
Y XC

xC




+ −
= +

+
      (43) 

( )
( )

( )16 4

4

ˆ
p x

x

y b X x
Y XC

xC




+ −
= +

+
      (44) 

( )
( )

( )17 5

5

ˆ
p x

x

y b X x
Y XC

xC




+ −
= +

+
      (45) 

( )
( )

( )18 6

6

ˆ
p x

x

y b X x
Y XC

xC




+ −
= +

+
      (46) 

where 

( )
2

2ˆ , 4,5,..., 21x
j j

S
Bias Y R where j

Y
= =     (47) 

( ) ( )( )2 2 2 2ˆ 1 4,5,...,21j j x yMSE Y R S S where j = + − =    (48) 

where ( ) ( ) ( ) ( )2 2

1 2 3 4, , , ,d d d pwM G M D G M S G QD G   = + = +  = +  = +

( ) ( )5 6, pwQD D G QD S G = +  = +   

 

In order to obtain the bias and MSE, we define 0

y Y
e

Y

−
=  and 1

x X
e

X

−
=  such that 

( ) ( )0 11 1y Y e and x X e= + = + , from the definition of 0e and 1e , we obtain 

 
( ) ( ) ( )

( ) ( )

2 2

0 1 0

2 2

1 0 1

0,

,

y

x yx y x

E e E e E e C

E e C E e e C C C



  

= = = 


= = = 

    (49) 

       

( ) ( )
2

2ˆ , 1, 2,...,18x
Pi Pi

S
Bias Y R i

Y
= =      (50) 

( ) ( )( ) ( )2 2 2 2ˆ 1 , 1,2,3,...,18Pi Pi x yMSE Y R S S i = + − =    (51) 

where 1 2 3 4 5 6

1 2 3 4 5 6

, , , , ,p p p p p p

Y Y Y Y Y Y
R R R R R R

X X X X X X     
= = = = = =

+ + + + + +
 

7 8 9 10 11 12

1 2 3 4 5 6

, , , ,p p p p p p

Y Y Y Y Y Y
R R R R R R

X X X X X X

     

           
= = = = = =

+ + + + + +
 

13 14 15

1 2 3

, , ,x x x
p p p

x x x

YC YC YC
R R R

XC XC XC  
= = =

+ + +
16 17

4 5

, ,x x
p p

x x

YC YC
R R

XC XC 
= =

+ +
 

18

6

.x
p

x

YC
R

XC 
=

+
 

2.2 Efficiency Comparisons 

Efficiencies of the proposed estimators are compared with efficiencies of the existing estimators in 

the study 

The 
ˆ
piY family− of estimators of the finite population mean are more efficient than ˆ

rY  if, 
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( ) ( )ˆ ˆ 1,2,...,18pi rMSE Y MSE Y i =  

( )( ) ( )2 2 2 2 2 2 21 2pi x y y x x yR S S S R S R S S + −  + −    (52) 

The 
ˆ
piY family− of proposed estimators of the population mean are more efficient than 

ˆ
jY  if, 

( ) ( )ˆ ˆ 1,2,...,18 1,2,3pi jMSE Y MSE Y i j = =  

( )( ) ( )( )2 2 2 2 2 2 2 21 1pi x y j x yR S S R S S + −  + −      (53) 

The 
ˆ
piY family− of proposed estimators of the population mean are more efficient than 

ˆ
jY  if, 

( ) ( )ˆ ˆ 1,2,...,18 4,5,...,21pi jMSE Y MSE Y i j = =  

( )( ) ( )( )2 2 2 2 2 2 2 21 1pi x y j x yR S S R S S + −  + −      (54) 

When conditions (52), (53) and (54) are satisfied, we can conclude that the proposed estimators 

are more efficient than some selected existing estimators. 

 

2.3 Numerical Illustration  

In order to show the merits of the proposed estimator, we have considered the real populations as: 

 

Table 1: Characteristics of Populations [14] 

Parameter Population I Population II Population III 

N  34 34 80 

n  20 20 20 

Y  856.4117 856.4117 5182.637 

X  199.4412 208.8823 1126.463 
  0.4453 0.4491 0.941 

yS  733.1407 733.1407 1835.659 

yC  0.8561 0.8561 0.354193 

xS  150.2150 150.5059 845.610 

xC  0.7531 0.7205 0.7506772 

2  1.0445 0.0978 -0.063386 

1  1.1823 0.9782 1.050002 

dM  142.5 150 757.5 

MR  320 284.5 1795.5 

TM  165.562 162.25 931.562 

HL  320 190 1040.5 

QD  184 80,25 588.125 

G  162.996 155.446 901.081 

D  144.481 140.891 801.381 

pwS  206.944 199.961 791.364 

DM  206.944 234.82 1150.7 

 

 

Table 1 consists of the Population Parameters. 
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Table 2: Constant and Bias of Some Selected Existing and Proposed Estimator 

Estimator                    Constant                          Bias  

Pop-I Pop-II Pop-III Pop-I Pop-II Pop-III 

ˆ
rY  4.294 4.100 4.601 4.940 4.270 60.877 

1

ˆ
Y  2.107 1.9301 2.276 2.137 2.2087 26.800 

2

ˆ
Y  1.806 1.6013 1.949 1.483 1.3964 19.650 

3

ˆ
Y  1.289 1.1703 2.206 0.800 0.7459 25.188 

4

ˆ
Y  1.6960 1.6651 1.9813 1.5604 1.5098 20.312 

5

ˆ
Y  1.7606 1.7136 2.0598 1.6815 1.599 21.953 

6

ˆ
Y  1.5602 1.5324 2.0681 1.3205 1.2788 22.129 

7

ˆ
Y  1.8955 1.9263 1.8608 1.9490 2.0207 17.916 

8

ˆ
Y  1.9764 1.9915 1.9299 2.1191 1.9915 2.1598 

9

ˆ
Y  1.7274 1.751 1.9371 1.6187 1.6696 19.416 

10Ŷ  0.9671 0.9633 1.7938 0.5074 0.5053 16.650 

11Ŷ  1.0148 0.9997 1.8622 0.5586 0.5443 17.942 

12Ŷ  0.8701 0.8666 1.8693 0.4107 0.409 18.079 

13Ŷ  1.1177 1.1672 1.9130 0.6777 0.7419 18.936 

14Ŷ  1.1818 1.2211 1.9909 0.7577 0.8121 20.508 

15Ŷ  0.9902 1.0283 1.9991 0.5318 0.5758 20.677 

16Ŷ  1.4153 1.3533 1.5540 1.0866 0.9973 12.495 

17

ˆ
Y  1.4752 1.3979 1.6184 1.1806 1.0642 13.552 

18Ŷ  1.2908 1.2329 1.6252 0.9038 0.8278 13.666 

19Ŷ  1.6021 1.5977 1.6667 1.3923 1.3901 14.373 

20

ˆ
Y  1.6793 1.6603 1.7410 1.5298 1.5011 15.684 

21

ˆ
Y  1.4444 1.4326 1.7489 1.1317 1.1176 15.825 

1

ˆ
pY  0.0282 0.0296 0.0097 0.0004 0.0005 0.0005 

2

ˆ
pY  0.0318 0.0326 0.0110 0.0005 0.0006 0.0006 

3

ˆ
pY  0.0223 0.0231 0.0111 0.0003 0.0003 0.0006 

4

ˆ
pY  0.0282 0.0295 0.0097 0.0004 0.0005 0.0005 
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5

ˆ
pY  0.0318 0.0325 0.0110 0.0005 0.0006 0.0006 

6

ˆ
pY  0.0223 0.0230 0.0111 0.0003 0.0003 0.0006 

7

ˆ
pY  0.0283 0.0297 0.0097 0.0004 0.0005 0.0005 

8

ˆ
pY  0.0319 0.0327 0.0110 0.0006 0.0006 0.0006 

9

ˆ
pY  0.0224 0.0231 0.0111 0.0003 0.0003 0.0006 

10

ˆ
pY  0.0283 0.0297 0.0097 0.0004 0.0005 0.0005 

11

ˆ
pY  0.0319 0.0327 0.0110 0.0006 0.0006 0.0006 

12

ˆ
pY  0.0223 0.0231 0.0111 0.0003 0.0003 0.0006 

13

ˆ
pY  0.0283 0.0296 0.0098 0.0004 0.0005 0.0005 

14

ˆ
pY  0.0319 0.0327 0.0110 0.0006 0.0006 0.0006 

15

ˆ
pY  0.0223 0.0231 0.0111 0.0003 0.0003 0.0006 

16

ˆ
pY  0.0282 0.0296 0.0098 0.0004 0.0005 0.0005 

17

ˆ
pY  0.0318 0.0326 0.0110 0.0005 0.0006 0.0006 

18

ˆ
pY  0.0223 0.0231 0.0111 0.0003 0.0003 0.0006 

Table 2 shows Constant values and Bias of the proposed and some existing estimators for the three 

Populations. The result revealed that the proposed estimators have least constant values and bias 

compared to the existing estimators  

 

Table 3: MSE and PRE of the existing and proposed estimators 

Estimator                    MSE PRE 

Pop-I Pop-II Pop-III Pop-I Pop-II Pop-III 

ˆ
rY  10960.76 10539.27 189775.1 100 100 100 

1

ˆ
Y  10934.74 10571.58 153292.6 100.238 99.69437 123.7993 

2

ˆ
Y  10386.83 10030.11 116239.3 105.5256 105.0763 163.2624 

3

ˆ
Y  9644.04 9472.95 144936.7 113.6532 111.2565 130.9365 

4

ˆ
Y  10208.16 10333.07 119741.5 107.3725 101.9955 158.4873 

5

ˆ
Y  10311.83 10203.59 128249.9 106.2931 103.2898 147.9729 

6

ˆ
Y  10002.72 9929.39 129161.3 109.5778 106.1422 146.9288 

7

ˆ
Y  10540.91 10564.74 107326.5 103.9831 99.75892 176.8204 

8

ˆ
Y  10686.6 10683.87 114349.5 102.5655 98.64656 165.9606 

9

ˆ
Y  10258.09 10264.06 115098.9 106.8499 102.6813 164.88 
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10Ŷ  9306.32 9266.94 100762.1 117.7776 113.7298 188.3398 

11Ŷ  9350.19 9300.31 107457.3 117.225 113.3217 176.6051 

12Ŷ  9223.53 9184.47 108172.8 118.8348 114.751 175.437 

13Ŷ  9452.18 9469.56 112609.8 115.9601 111.2963 168.5245 

14Ŷ  9250.70 9529.64 120761.3 118.4857 110.5946 157.1489 

15Ŷ  9327.27 9327.31 121636.1 117.5131 112.9937 156.0187 

16Ŷ  9802.37 9688.30 79228.58 111.8174 108.7835 239.5286 

17

ˆ
Y  9882.86 9745.56 84709.31 110.9068 108.1443 224.031 

18Ŷ  9645.86 9543.10 85298.12 113.6318 110.4386 222.4845 

19Ŷ  10064.19 10024.69 88963.27 108.9085 105.1331 213.3185 

20

ˆ
Y  10181.93 10119.77 95756.01 107.6491 104.1454 198.1861 

21

ˆ
Y  9841.01 9791.32 96489.29 111.3784 107.6389 196.680 

1

ˆ
pY  8872.134 8834.561 14473.36 123.5414 119.2959 1311.203 

2

ˆ
pY  8872.233 8834.648 14474.03 123.5400 119.2947 1311.142 

3

ˆ
pY  8871.994 8834.401 14474.11 123.5434 119.2981 1311.135 

4

ˆ
pY  8872.133 8834.56 14473.36 123.5414 119.2959 1311.203 

5

ˆ
pY  8872.232 8834.647 14474.03 123.5401 119.2947 1311.142 

6

ˆ
pY  8871.994 8834.400 14474.11 123.5434 119.2981 1311.135 

7

ˆ
pY  8872.136 8834.564 14473.36 123.5414 119.2959 1311.203 

8

ˆ
pY  8872.237 8834.652 14474.03 123.5400 119.2947 1311.142 

9

ˆ
pY  8871.996 8834.402 14474.11 123.5433 119.2981 1311.135 

10

ˆ
pY  8872.135 8834.563 14473.36 123.5414 119.2959 1311.203 

11

ˆ
pY  8872.236 8834.651 14474.03 123.5400 119.2947 1311.142 

12

ˆ
pY  8871.995 8834.402 14474.11 123.5434 119.2981 1311.135 

13

ˆ
pY  8872.135 8834.562 14473.36 123.5414 119.2959 1311.203 

14

ˆ
pY  8872.235 8834.65 14474.03 123.5400 119.2947 1311.142 

15

ˆ
pY  8871.995 8834.401 14474.11 123.5434 119.2981 1311.135 

16

ˆ
pY  8872.134 8834.561 14473.36 123.5414 119.2959 1311.203 

17

ˆ
pY  8872.234 8834.649 14474.03 123.5400 119.2947 1311.142 
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18

ˆ
pY  8871.994 8834.401 14474.11 123.5434 119.2981 1311.135 

 

Table 3 shows Mean Square Errors (MSE) and Percentage Relative Efficiency (PRE) of the 

proposed and some existing estimators for the three Populations. The result revealed that the 

proposed estimators have least MSE and highest PRE compared to the existing estimators. This 

implies that the proposed estimators are more efficient than sample mean, [4] and [14]. 

 

3. Results and Discussion 

A class of ratio estimators of population mean is proposed and the performance of the proposed 

estimators over the existing estimators were established. Tables 2 and 3 show the results of the 

Constant, Bias, Mean Square Error (MSE) and Percentage Relative Efficiency (PRE) of the 

proposed and existing estimators considered in the study for all the populations used. The results 

revealed that the proposed estimators have the least MSE and highest PRE than other estimators. 

The results also show that the average dispersion of the proposed estimators gives better estimates 

on the average than the existing estimators considered in the study. 

 

4. Conclusion 

Going by the results in Table 3, the proposed estimators performed better than the existing 

estimators considered in the study. It is clear that the proposed estimators do better than the existing 

estimators having minimum Mean Square Error (MSE) and the highest Percentage Relative Error 

(PRE). We therefore recommend the proposed estimators for use in practical applications for 

estimating population mean. 

Nomenclature 
:N   Population size 

:n   Sample size 

:Y   Study variable 

:X   Auxiliary variable  

, :Y X   Population means of study and auxiliary variables  

:   Coefficient of correlation 

, :y xC C   Coefficient of variations of study and auxiliary variables  

3 :Q   The upper quartile 

:QD   Population Quartile Deviation 

1 :   Coefficient of skewness of auxiliary variable  

2 :   Coefficient of kurtosis of auxiliary variable  

:TM   Tri-Mean 

dM :  Median of the auxiliary 

MR :  Population mid-range 

HL :  Hodges-Lehman estimator 

G :  Gini’s Mean Difference 

D :  Downton’s Method 

pwS  :  Probability weighted moments 
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Abstract 

Hand washing and sanitizing has become a very essential part of our daily life especially in the era of 

COVID-19 pandemic. Most of the existing hand washing facilities on campuses is such that, the hands of 

the user are recontaminated after using the dispenser due to the use of hand for turning off the running tap 

after use. In this study, a pedal driven dispenser for hand washing and sanitizer is developed. The objective 

of this project is to reduce the risk of contracting or transmitting bacteria and virus during hand washing 

and to promote effective hand washing practice across university campuses in line with COVID-19 

protocols. The machine was designed based on a simple working principle to accommodate a person at a 

time. All necessary engineering design specifications were considered. An average standard height was 

used to position the tap at a height of 1.25m. The mechanism is very easy to operate due to the simplicity of 

the foot pedal press. Hence, it can be conveniently used by almost everyone regardless of their height. The 

performance evaluation of the machine was analyzed using computer aided design software called 

Autodesk Inventor software for simulation to outline the places that stress and strain would occur as 

regards to force application. This dispenser will replace the conventional veronica bucket (hand-operating 

tap) popularly used on campuses. It is also very effective and will help to stop the spread of the COVID-19 

infections and promote good personal hygiene.  
Keywords: 

Design, Dispenser, Simulation, Fabrication, Water, Soap 

 

1. Introduction  

The whole world has been engulfed in a pandemic since the recent emergence of the Corona virus. 

According to [1], the novel corona virus also known as SARS-CoV-2 is responsible for corona 

virus disease (COVID-19) pandemic which emerged in late December 2019 in Wuhan, in Hubei 

province of China, and within three months, had spread globally, prompting the World Health 

Organization (WHO) to declare it a threat to world health [2]. SARS-CoV-2 belongs to the family 

Corona viridae (of the order Nidovirales, large, positive single-stranded RNA viruses), which are 

important human and animal viruses, in permanent circulation with four members of this family 

causing respiratory infections (common cold) worldwide [3]. It is a beta corona virus that causes 

fever, headache, and respiratory problems such as cough and shortness of breath. Globally, there 

have been 116,135,492 confirmed cases of COVID-19, including 2,581,976 deaths, reported by 

WHO. According to the Centers for Disease Control and Prevention [4], Nigeria had 158,000 

confirmed cases of COVID-19 with 1,964 deaths. 138,000 patients have so far recovered from the 

virus. As of 7 March 2021, a total of 249,160,837 vaccine doses have been administered.  

 

In [5], it was reported that COVID-19 is transmitted from person to person through respiratory 

droplets and close contact, as previously seen in SARS-CoV and MERS-CoV [6], the two other 

zoonotic corona viruses. The necessity of practicing respiratory hygiene and hand hygiene, and 

using appropriate personal protective equipment has been highlighted. On 29 December 2019, the 

http://www.nipesjournals.org.ng/
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first four cases of an acute respiratory syndrome of unknown ethology among people linked to a 

seafood market (“wet market”) were reported in Wuhan city, Hubei province, China. This has 

brought upon emergency lockdowns globally and its effects on health, wellbeing, business, and 

other aspects of daily life are felt throughout the society. There has been a direct detrimental 

impact to the global economy, raising concerns about the financial sustainability with effects 

predicted to continue as the virus fails to be contained. With the number of confirmed cases and its 

continuous spread, the priority is to reduce the rate of infection and prevention of infection seems 

to be the best approach. To reduce the rate at which the Corona virus spreads, the world health 

organization (W.H.O) has given directives to improve our daily hygiene routines, such as frequent 

and correct washing of hands with soap under running water, use of hand sanitizers after every 

contact with people or surfaces, use of nose mask to prevent the virus infection through the mouth 

and nose and while carrying out these measures social distancing is a priority to stop the further 

spread from one person to another.  

According to [7], the most common way to transmit this virus would be through contact and every 

day, our hands are exposed. Hands act as a medium for exchange of microbes between the 

organism and its environment. The skin of the hands breeds a variety of organisms such as 

pathogens. Therefore, adequate hand hygiene can greatly reduce disease transmission. [8] also 

reported that hand hygiene comprises various processes such as hand washing, cleansing or 

disinfection. Hand washing is done with soap and water and aims at mechanical removal of dirt 

and microorganisms. Shaking of hands was a very widely practice, but today there are restrictions 

to this now. Hand washing should be most highly practiced by all and in doing this, more 

convenient methods and machines has to be designed to enable ease and help stop the continuous 

spread of this virus, improving the hygiene practice through technology.  

According to [9], the US Centre for Disease Control and Prevention, reported that to prevent the 

spread of germs during the COVID-19 pandemic, it is essential for everyone to cultivate the habit 

of hand washing with soap and water for at least 20 seconds or use hand sanitizer with at least 

60% alcohol to clean hands before and after touching your eyes, nose, or mouth, touching your 

mask, entering and leaving a public place. Touching an item or surface that may be frequently 

touched by other people, such as door handles, tables, gas pumps, shopping carts, or electronic 

cashier registers/screens the single most important way of preventing the spread of infections is 

through Hand washing; hands unwashed or poorly washed are very common way of spreading 

many diseases such as: cold, flu, ear infections, strep throat, diarrhea and other intestinal 

problems. By handling food, touching door knobs, shaking hands and putting mouths on a 

telephone receiver, germs and viruses causing these diseases are passed on by such routine. Either 

in the offices, at home, in the market places, in the classroom and so on in our daily activities we 

practice one of these. Good hand washing practices have also been known to reduce the incidence 

of other diseases, notably pneumonia, trachoma, scabies, skin and eye infections and diarrhea-

related diseases like cholera and dysentery [10].  

Foreign developed countries have produced advance hand washing machines which are expensive 

for developing countries, there is need to design low cost and efficient machines to fight and 

contain the spread of COVID-19. A water and soap dispenser machine with contactless 

mechanism is ideal in limiting the transfer of the virus from one person to another [10]. The foot 
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operated soap and water dispenser machine is designed and fabricated to eliminate the risk of 

spreading COVID-19 when an infected person is about to wash off their hands from a tap. This 

dispenser machine is designed to be used in any place a thorough hygiene routine and COVID19 

protocol is observed such as in offices, classrooms, hostels, churches, public restrooms as well as 

domestic places. Ideally the cap of the soap container and the water tap head needs to be opened 

before one can be able to wash off their hands [10]. The design is made in such a way that a 

contactless mechanism is possible using pedals and tension springs to link the components of 

mechanism. Adopting a contactless way of washing our hands can help enormously in fighting 

against the spread of the Corona virus, saving lives and maintaining a high level of hygiene in the 

society today.  

According to [11], it was reported that due to the ongoing fight against the COVID-19, there is 

need to introduce new and convenient way of reducing the spread of the virus through contactless 

way of hand washing without being hindered with the challenges that comes with power supply 

normally associated with automated hand washing machines. From our day-to-day activity, living 

a contactless lifestyle is hard and next to impossible because traditionally, there must be an 

interaction between oneself and his/ her environment. This seems to be a bit of a challenge 

because there’s no way one can even maintain a good hygiene through washing of hands without 

having contact with the tap head to release water. The hand washing facilities that is commonly 

used and available requires contact and the ideal purpose of its use to help stop the spread of the 

Corona virus is not solely achieved. This basically means that when a person possibly with the 

virus on their hands tries to wash it off with soap and water, they still need to turn off the tap 

which most possibly has the virus on it, transferred before tap is opened. In this scenario, once 

he/she tries to close the tap to stop water from running, the virus is most likely to be transferred 

back to the same person as its being closed or the next person that would use the tap.  

 

2. Materials and Method  

The selection of material for any application is often based on the material’s properties, suitability 

of use in the environment of operation, performance, design consideration, cost, and usability 

owing to their strength, durability, weight, and other mechanical properties. All the materials used 

were sourced locally such as the mild steel square pipe, angle iron, spring, sink, water container, 

water hose, push valve and tap, etc. The machine was designed based on a simple working 

principle to accommodate a person at a time. An average standard height was designed to position 

the tap at a height of 1.25m. Hence it can be conveniently used by almost everyone regardless of 

their height. The working diagram for fabricating the machine frame and other components is 

shown below.   The various components welded and coupled together to make the machine are 

listed and explained in the section below. The design process of the hand washing machine was 

based on the functionality of individual parts.  

 

2.1 Mechanical Design of the Dispenser 

The components that make up the machine are mainframe, angle iron, 2-inch square pipes, 1-inch 

square pipes, water container, push valve, tap, sink, water hose, push angle valves, spring and 



 

 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

186-203 

189 

 

pedals. The mainframe was first designed using CAD software (Autodesk Inventor). It has a 

dimension of 0.61mx0.64mx1.01m as depicted in the top and side views presented in Fig. 1. 

  

 (a)Top View       (b) Side View 

 
(C) Isometric View of the CAD Model 

Fig. 1: Top, Side, and Isometric Views of the Dispenser 

Soap and Water Translating pipes illustrated in fig.2 are stationed near the frame having a 

translational movement inside a 2-inch square pipe fixed to the frame. As the inner pipe moves in 

a vertical linear motion, there is frictionless constraint applied to make sure the mechanism works 

as designed. These pipes are coated with water-resistant paints that increase their durability. 
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Fig. 2: Soap and Water Translating Pipes 

   

2.2 Working Principle of the Machine 

The machine was designed and fabricated to operate based on a simple mechanism. The foot 

operated machine is basically made of metal and other non-metal materials. For the soap dispenser, 

the cap is operated by pressing the pedal with the foot. On pressing the pedal, the tension spring 

attached to the inner movable pipe and outer fixed pipe gets extended/elongated. In order to bring 

the inner movable pipe downwards, when the inner movable pipe pulls downward the outer fixed 

pipe remains in position holding the soap dispensing container. For this action to take place, the 

inner movable pipe should move downwards, causing contact between the bottle and the extended 

part which presses the cap. As the inner movable pipe moves downwards, the pressure is applied 

on the cap and the bottle starts dispensing soap through the tap head on the sink. The soap is able 

to come out of the nozzle because its viscosity is reduced making it easy to flow. The dispensing 

action of the soap bottle comes to an end when the pump is brought back to its original position by 

removing the force applied. When the force from the pedal is lifted, the pedal returns to its original 

position, so does the spring and the translating pipe. Thus, it returns to its initial position and stops 

dispensing soap. When soap is received from one tap head at the sink, the operator/user moves 

across and makes a press with his/her foot on the second pedal which controls the flow of clean 

water for washing the hands. Once the foot is pressed on the pedal, the translating pipe which seats 

on the push angle valve, presses the valve head downwards to allow the flow of water through the 

valves to the basin where the contaminated hands are washed. After washing the hands, the tap is 

closed by the same spring action when the foot is released.  

 

 

 

2.3 Design Calculations   

2.3.1 Forces acting on the Machine  

 a. Load on machine   
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Force acting on the machine as load from the volume of water container placed on top of the 

machine is given by 30 litres.  

If 1litre = 1kg, therefore, 30 litres = 30kg  

Also 1kg = 10N, 30kg = 300N  

But 1N = 0.225 lbf, 300N = 67.4427 lbf  

b. Forces on pedal  

Assuming that the pedal is acted upon by five different forces,  

Forces applied on the pedal (Fp) = Mass x Acceleration due to gravity                 (1) 

Force 1: 

Given that Mass = 1.6 kg and acceleration due to gravity = 9.81m/s2, we have that   

Fp1 = 1.6 x 9.81 = 15.696 kgm/s2 = 15.696 N  

Force 2: 

Given that Mass = 1.8 kg and acceleration due to gravity = 9.81m/s2, we have that   

Fp2 = 1.8 x 9.81 = 17.658 kgm/s2 = 17.658 N  

Force 3: 

Given that Mass = 2 kg and acceleration due to gravity = 9.81m/s2, we have that   

Fp3 = 2 x 9.81 = 19.62 kgm/s2 = 19.620 N  

Force 4: 

Given that Mass = 2.2 kg and acceleration due to gravity = 9.81m/s2, we have that   

Fp4 = 2.2 x 9.81 = 21.582 kgm/s2 = 21.582 N  

Force 5: 

Given that Mass = 2.4 kg and acceleration due to gravity = 9.81m/s2, we have that   

Fp5 = 2.4 x 9.81 = 23.544 kgm/s2 = 23.544 N  

 

2.3.2 Calculation for Spring Stiffness  

Since the applied force at the pedal is proportional to the force required to stretch the spring fixed 

at the top of the soap and water shaft linkages, we calculate the spring stiffness from Hook’s law of 

elasticity given by;  

F = FS = -K.∆E                                                                                                           (2) 

Where FS= Spring force, K = Spring Stiffness and ∆E = Displacement/ change in translational 

distance and the negative sign showing work is done against the restoring force.  

From evaluation, the tension spring suitable for the machine mechanism has a spring 

stiffness of 25N/M  
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2.3.3 Displacement along the Translating Pipes  

Considering that the spring used is made of high carbon steel with spring stiffness of 25N/M, 

hence, from equation 2,  

Displacement 1: 

FS1 = 15.696 N, -K = 25N/M   

From equation 2; ∆E1 = 0.62784 m  

Displacement 2: 

FS1 =17.658 N, -K = 25N/M   

∆E2 = 0.70632 m  

Displacement 3: 

FS1 = 19.620 N, -K = 25 N/M   

∆E3 = 0.7848 m  

Displacement 4: 

FS1 = 21.582 N, -K = 25N/M   

∆E4 = 0.86328 m  

Displacement 5: 

FS1 =23.544 N, -K = 25N/M   

∆E5 = 0.94176 m  

Table 1 show the comparison between the different theoretical displacements gotten from the value 

of the different forces on the pedal   

Table 1: Applied force -Displacement 

S/N Applied force (N) Theoretical Displacement (mm) 

1 15.696 0.62784 

2 17.658 0.70632 

3 19.620 0.78480 

4 21.582 0.86328 

5 23.544 0.94176 

 

2.4 Finite Element Analysis  

This is a numerical method used to ascertain information on how a part, component or machine 

behaves under some given conditions. It gives other valuable information such as the 

displacement, factor of safety, contacts which were produced in the simulation report.  
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3. Results and Discussion 

3.1 Simulation and Performance Analysis of Machine 

The performance evaluation of the machine was analyzed using computer aided design software 

called Autodesk Inventor software for simulation to outline the places that stress and strain would 

occur as regards to force application.   

3.1.1 Soap Dispenser Pipe Analysis  

Different forces were used to execute the stress analysis on the soap dispenser pipe. The results 

presented are as a result of different forces on the pedal for soap dispenser pipe. 

 

1. Displacement Simulation result 

 

 
Fig 3:  Simulation showing displacement 

 

2. Stress Simulation result at XX axis 

 

 
                       Fig 4: Simulation showing stress at xx axis 
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3. Von Mises Stress Simulation result 

 

 

Fig 5:   Simulation showing von mises 

4. Safety factor simulation result 
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Fig 6:   Simulation showing safety factor 

 

5. Simulation showing principal stress 

 

 

Fig 7: Simulation showing principal stress 

6. Simulation showing principal strain 

 

 

Fig 8: Simulation report diagram showing principal strain 
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7. Strain simulation on xx axis 

 

 

Fig 9: Simulation showing strain on xx axis 

8. Contact pressure simulation  

 

Fig 10: Simulation showing contact pressure 
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9. Equivalent strain simulation 

 

 
Fig 11: Simulation showing equivalent strain 

 

3.2.1 Water Dispenser Pipe Analysis  

Different forces were used to execute the stress analysis on the water dispenser pipe. The results 

gotten are as a result of different forces on the pedal for water dispenser pipe. 

 

1. Displacement Simulation 

 

Fig 12: simulation showing displacement  
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2. Stress simulation on xx axis 

 

 

Fig 13: simulation showing stress on xx axis  

3. Von mises stress  simulation  

 

Fig 14:   Simulation showing von mises stress 
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4. Safety factor simulation 

 

Fig 15:   Simulation showing safety factor + 

5. Principal strain simulation 

 

Fig 16: Simulation showing principal strain 

6. Strain on strain xx axis 
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Fig 17: Simulation showing strain on xx axis 

7. Contact pressure Simulation  

 

Fig 18: Simulation showing contact pressure 

8. Equivalent strain simulation 
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Fig 19: Simulation showing equivalent strain   

3.3 Interpretation of Analysis  

From the simulation analysis of the soap pedal translating pipe and the water pedal translating 

pipe, the following were deduced;  

1. The increase in force leads to increase in translational displacement.  

2. The increase in force leads to increase in the stresses on the soap and water pedal 

translating pipes.  

3. The increase in force leads to increase in the strain on the soap and water pedal translating 

pipes.  

4. The increase in force leads to increase in the von mises stresses on the soap and water pedal 

translating pipes.  

5. The increase in force leads to increase in the principal stresses on the soap and water pedal 

translating pipes.  

6. The increase in force leads to increase in the principal strains on the soap and water pedal 

translating pipes.  

7. The increase in force leads to increase in the contact pressure on the soap and water pedal 

translating pipes.  

8. The increase in force leads to increase in the equivalent strain on the soap and water pedal 

translating pipes.  

9. The increase in force leads to decrease in the safety factor of the translating pipes.  

 

3.4 Comparing Displacement Values  

From the Table 2, it can be seen that the theoretical displacement values are similar to the 

displacement values gotten from the finite element analysis of the translating pipes. This shows 

that the results of the analysis are correct and obtainable.  



 

 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

186-203 

202 

 

Table 2: Theoretical displacement-FEA displacement  

THEORETICAL DISPLACEMENT  (mm) 
FINITE ELEMENT ANALYSIS 

DISPLACEMENT (mm) 

 SOAP WATER 

0.62784 0.636687 0.592125 

0.70632 0.716251 0.608231 

0.78480 0.795814 0.675156 

0.86328 0.875377 0.839390 

0.94176 0.954941 0.934542 

  

4. Conclusion  

The need for a contactless way of maintaining hygiene through hand washing cannot be 

overemphasized. A foot operated hand washing machine capable of dispensing liquid soap and 

water for hand washing was designed and fabricated. The mechanism utilized is simple and made 

from durable material, it is easy to operate and has low cost of maintenance. This is an advantage 

over other designs with complicated mechanisms. It was observed from experimental analysis that 

force on the pedals leads to the translational motion which dispenses liquid soap and water. 

Therefore, it can be concluded that the force which serves as the work input affects the 

displacement which leads to the dispensation of liquid soap and water. The operating efficiency of 

the machine is 90% and can be used in any firm or institution for the fight of COVID-19 and 

maintaining hand washing practices for personal hygiene.  
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Abstract 
Energy issues is a global concern in this era of Industry 4.0. This systematic review presents policy and standards for 

energy efficiency in Nigeria. This issue has become very significant especially as government, researchers, strategists 

and professionals continue to combat climate change. The issue of climate change in Nigeria is on the increase as a 

result of inefficient use of energy especially in the oil and gas sector. This has led to increase in environmental 

pollution, amount of greenhouse gases, and general health issues. This must be significantly reduced to embrace 

green environment and sustainable energy process. Nigeria is still struggling with the energy sector because there are 

energy obstacles to be eradicated. These barriers to energy efficiency include hoary technology, inefficient electrical 

facilities, thermal utilities, power infrastructure, and others. To achieve sustainable standard for energy efficiency, 

energy analysis and auditing, energy modelling, and energy monitoring are usually implemented. This can be 

deterministically analyzed and presented in four major areas which include: standards for energy efficiency 

management, climate change and energy efficiency, possible barriers to energy efficiency, and policies for energy 

efficiency. In this study, further elaboration of the enlisted areas are detailed focusing on the standard put in place for 

sustainable energy efficiency, and possibility of boosting and implementing energy efficiency. 

 

Keywords: 

Global concern, Policies, Standards for Energy Efficiency, Energy Sustainability 

 

 

1. Introduction 

The need to conduct global research on Energy efficiency is the focus of researchers especially in 

this era of Industry 4.0. This is clearly a suggestion focused on how effective and efficient energy 

can be converted from one form to another. Regrettably, some of the energy which transforms 

from one form to another is lost in the form of heat energy. Energy efficiency is defined in a 

simple term as the sum of all the useful energy and wasteful energy. As the energy efficiency of a 

system increases, there is tendency for lower emission which is produced by the source of 

available energy, when this happens then there is tendency for reduced hazard in terms of health 

and environmental hazards [1]. One of the Social Development Goals is universal access to 

modern energy and clean cooking, which is critical for modern living and a higher level of living. 

As a result, the need for energy efficiency policies and standards in Nigeria, as well as the rest of 

the world, should be carefully examined, formulated, and implemented in order to reduce the 

negative effects of energy waste on the environment, health, atmosphere, and less-than-optimal 

resource use, among other things. Renewable energy sources and alternative energy technologies 

produce zero or extremely low emissions and have minimal influence on the environment and 

human health, hence energy efficiency policies and regulations should be developed to encourage 

their use. Greenhouse gases such as carbon (IV) oxide and carbon (II) oxide, heavy metals such 

as lead and mercury, pollution and contaminants such as ashes, and radioactive waste such as 

alpha particles, beta rays, gamma rays, radioactive by-products, and so on are all examples of 

these emissions. These emissions can also cause disease conditions related to cancers, red blood 

cell, food poisoning, water system contamination. This important relationship between energy 

access and its health implications creates a platform; The SDGs presents a very good platform 

and opportunity to apply a connection or series of connections between modern energy access 

and health. Thus, the knowledge of energy efficiency and energy saving opportunities is 

important in producing a good energy standards and policy.  
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2. Review Focused on Energy Supply in Facilities 

 

The gap between energy demand and supply is widening in Nigeria, where affordable electricity 

is neither sufficient nor reliable. The Nigerian Energy Sector Study demonstrates the critical 

necessity for energy efficiency regulations as a partial solution [2]: According to the Nigerian 

Electricity Regulatory Commission (NERC), gas-based power plants account for 80% of real 

generation capacity in 2015, with hydro power plants accounting for the remaining 20%. Gas 

power plants account for 84 percent of installed capacity, while hydro power plants account for 

16 percent. Plants built before the 1990s and plants built (or being built) during the mid-1990s 

make up the current fleet of power plants. The available generating capacity was just under 6200 

MW in 2012 and has climbed to only 6840 MW in 2015. This is due to the older thermal power 

stations' poor maintenance. However, a lack of gas and a water shortage severely limit power 

plant performance, and grid constraints have a significant impact on electricity supply security. 

Peak demand is estimated to be over 12,800 MW, while peak generation is at best around 5000 

MW, and the only way to make up for this massive shortfall is to rely on off-grid power. 

According to a poll conducted in 2013, almost 80% of Nigerians use alternative energy sources 

such as generators or solar inverters. According to estimates, the country now has between 8 and 

14 GW of decentralized generating capacity (diesel and gasoline). 

 

Furthermore, it is projected that 86 percent of Nigerian businesses own or share a generator, with 

these private generators covering 48 percent of the country's overall electricity demand. Nigeria 

is Africa's largest generator importer, with millions of privately installed diesel generators. This 

form of energy generation, on the other hand, is clearly problematic, not only because of the 

obvious detrimental impact on people's health as a result of constant air pollution and noise, but 

also because of the lack of fuel supply stability. Despite the fact that Nigeria is the largest 

African OPEC crude oil production, its refinery capacity is limited and the majority of petrol and 

diesel must be imported [3]. Because oil exports account for an average of 80% of government 

revenue, extreme fluctuations in oil prices, such as from USD147 in July 2008 to below by 

December 2008, and from in the second quarter of 2014 to below USD 30 in January 2016, have 

had a significant impact on Nigeria's budget. Furthermore, pipeline infractions as a result of the 

Delta region's independence movement have had a severe influence on production capacity [4,5]. 

 

3. Formulating and Implementing Energy Efficiency Regulations 

 

It is obvious that fuel subsidies have been scrutinized and attempts made to reduce them. 

However, as a result of this, prices doubled, causing severe social unrest [6]. The reason for 

formulating and implementing energy efficiency regulations, as well as vigorous efforts to 

enhance the availability of inexpensive electricity, whether on-grid or off-grid, is evident. Using 

energy efficiency to its greatest capacity reduces energy demand and, as a result, relieves strain 

on the energy supply sector. Building construction in Nigeria necessitates a massive effort 

required in building construction to meet up with the estimated deficit of seventeen million 

housing units. While it is critical to provide homes for the population, it is also evident that 

without strong regulations promoting energy efficiency and decentralized renewable energy use, 

construction activities would inevitably put additional strain on the existing energy supply system 

[2]. Despite the fact that grid energy supply is erratic or failing, and fuel scarcity makes running 

private generators difficult, new buildings are largely designed in what is known as a 

"international style of architecture." 

 

This design strategy ignores the energy-related aspects of a building's location, instead balancing 

local conditions with increased use of building services associated with massive amounts of 
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energy for air-conditioning and lighting, resulting in higher energy costs [7]. There appears to be 

a general lack of awareness in Nigeria about the direct relationship between building design and 

technologies, as well as their impact on energy efficiency in state-of-the-art building design. 

Traditional construction materials and conceptions that respond to local climatic circumstances 

are typically regarded backwards, but modern materials and building designs from elsewhere are 

sought, resulting in designs that demand a lot of energy, particularly for cooling and lighting [1]. 

Despite the fact that there are a number of well-tested and advanced tactics that would suit the 

climate (e.g., phase change materials, thermal mass activation), these measures are not well 

established because there is no local precedent. 

 

However, because neither systematic data collecting on the technical characteristics of the 

building stock nor data on actual electricity usage related to building types are available, 

assessments of the status quo rely on expert judgments, case study analyses, and general 

observations. The existence of suppressed energy demand, the practice of so-called estimated 

billing (households are charged based on estimates rather than actual consumption due to the lack 

of meters), electricity theft, and the fact that private generators take over in the event of grid 

failure all complicate the assessment of baseline data. When it comes to residential building 

usage, Nigerians prefer to rent or build their homes, rather than own them. Rent is usually paid in 

advance for a period of twelve or even twenty four months. Apart from the difficulty in acquiring 

a large sum of money at once, this technique also means that building owners are less likely to 

resolve problems that arise in the buildings because they have already been paid and hence have 

little motivation to do so. 

 

The above status quo description clearly demonstrates that energy efficiency measures must 

address the building sector in a way that begins the necessary widespread paradigm shift toward 

energy efficient building design, construction, and use. It does, however, show that the obstacles 

are immense, owing to a serious lack of understanding among architects, engineers, builders, and 

clients, as well as the fact that reliable data is virtually non-existent. 

 

4. Challenges for Policy Makers  

 

Suppressed Electricity Demand, Urbanization, and Housing Deficit. The problems outlined 

above are made considerably worse by rural-urban migration, which leads to massive 

urbanization and adds to Nigeria's massive housing shortage. Because of the development of the 

service sector on the one hand, and the increasing demand for energy services such as 

refrigeration, lighting, and cooling in the residential sector on the other, urbanization leads to 

higher power consumption in buildings. In emerging countries, urban buildings account for 

around half of total national power use. At present, forty percent of the population in Africa 

currently live in the urban area, there is every tendency of further increase in movement of 

people from rural to urban area by sixty percent on or before 2050 [8].  

 

In terms of the situation in Nigeria, the rural population fell to 52 percent in 2015, down from 85 

percent previously [9]. The rural population refers to persons who live in rural areas as defined 

by national statistical offices. Nigeria, which has a population of over 190 million people, is one 

of nine countries where half of the world's population growth is predicted to be concentrated 

between 2017 and 2050 [10]. The primary difficulty with power availability is seen when 

population increase is compared to current average electricity usage per capita and the UN 

Sustainable Development Goals: In comparison to other countries, energy consumption 

indicators are quite low. According to the indicator International Energy Agency (IEA), In 

Nigeria, the latest available statistics at a national level looking at the timeline from 2015 is 140 
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kWh electricity consumption per capita, excluding privately generated electricity [11]. This 

means that as soon as energy is available at a reasonable price, people will use it to meet their 

needs, such as for domestic hot water preparation to improve hygienic standards, for cooking hot 

meals more than once per day, for electricity consumption for ventilation, air-conditioning, and 

lighting, or for electronic devices. The fact that an increase in per capita electricity consumption 

will almost probably be required to meet the UN Sustainable Development Goals underscores the 

critical importance of energy efficiency programs in general, and specifically in the building 

sector [12]. In light of rapid population growth, on-going rural-urban migration, and projected 

increases in energy consumption, it is clear that energy efficiency potentials associated with 

building designs must be fully exploited in order to reduce electricity demand for ventilation, air 

conditioning, and lighting to the greatest extent possible. In this regard, the energy building code 

has been identified as a key policy tool, provided that the code can be applied to mass housing. 

 

5. Analysis and Solution Procedure 

 

In Nigeria, energy has become a global concern; the need to conduct global research on energy 

efficiency has become very necessary. Good number of research fellows is currently conducting 

research in the field of renewable energy [13]. The global energy policy has been viewed and 

perceived as a solution procedure in the energy space. This is necessary as it will help solve 

problems in the rural and urban centres. This will help liberate the people of the rural area and 

urban households [6]. As a result, this research work will focus majorly on four sections: energy 

efficiency management standards (EEMS), energy efficiency and climate change (EECC), energy 

efficiency hurdles (EEH), and energy efficiency policies (EEP). From previous research paper, 

the device of the energy system was classified using the framework: Performance efficiency (Pe), 

Operation Efficiency (Oe), Equipment efficiency (Ee) and Technology efficiency (Te), the 

aforementioned reveal chances to improve energy efficiency with a scholarly conclusion 

provided at the end of the research. 

 

5.1. Framework of Energy Efficiency Standards and Policy 

 

5.1.1. Energy efficiency management standards 

 

Energy efficiency standards give organizations an opportunity to achieve and maintain optimum 

level of efficiency in their productive activities [14]. To achieve energy efficiency management 

standards, energy modelling, energy analysis, energy auditing, and energy monitoring are used. 

Over the years, standards and policy have been developed to maintain energy efficiency and they 

include American National Standards Institute and Management System for Energy 

(ANSI/MSE). This can be implemented in Nigeria as standard for energy efficiency. 

 

5.1.2. Energy efficiency and climate change 

 

Due advancement in technology, increased human industrialization and exploitation of natural 

resources, poor energy efficiency management, there is an increase in the adverse effects of 

pollution in the global environment which include the water systems of the world, land, and the 

climate [15]. This section analyzes the relationship between energy efficiency and the climate 

change. Globalization is good for humanity because it reduces the effort human put in to doing a 

particular task and improves modern living. However due to the type of energy source used in the 

world today being fossil fuel, biomass, fuel wood and methane gas, the emission released by 

these energy sources include but not limited to Carbon (IV) Oxide, Carbon (II) Oxide, Nitrogen 

(IV) oxide and others. These gases are called Green House Gases (GHGs), and they cause 
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greenhouse effects which include global warming, rise in sea level (some countries will disappear 

if this trend is unchecked), health hazard, fire hazard, acid rain etc. To reduce this climate change 

problem, the methodology to mitigate these issues is that the energy consume from the various 

energy sources like fossil fuel, fuel wood, and biomass fuel must be reduced or at best 

eliminated. One of the ways of reducing energy consumption is through increasing energy 

efficiency.  

 

5.1.3. Barriers to Energy 

 

Barriers to energy are defined as the predicted mechanism that prevents investment in sciences 

and technologies for efficient use of energy and also prevents it from being economically 

efficient [17]. The energy barriers could be because of institutional barriers, economic barriers, 

and behavioral barriers. In summary, it could be classified as institutional barriers, economic 

barriers and behavioral barriers [16]. For example, some countries are reluctantly encouraging 

the switch to renewable energy resource due to economic reasons and fear that their economy 

which is dependent on the export and proceeds from crude oil or other exhaustible resources will 

stagnate. This forms an economic barrier to energy.  

 

5.1.4. Energy efficiency policies 

 

These are various policies put in place to mitigate energy problems through energy efficiency 

management programs. As explained in section one of this paper, some national and international 

standard policy is in place to deal with many aspects of energy efficiency. Globally, the current 

change in the international energy preference results into two important, yet largely unforeseen 

events like the shale energy prospects. Decarbonization policy is a policy that encourages the use 

energy sources that are low in carbon like (solid coal, liquid kerosine, and diesel) and therefore 

emit less GHGs [17]. High combustion efficiency, particulate filter (filtering Nitrogen (IV) 

Oxide, Sulphur (IV) Oxide, Lead), presence of catalyst, is incorporated in equipment that use 

biomass or fossil fuel energy sources to reduce Carbon (II) Oxide and other environmentally and 

unfriendly particles from fuel combustion. Carbon (II) Oxide from an incomplete combustion of 

fuel wood, biomass, and fossil fuel, is a dangerous gas that reacts with red blood hemoglobin (an 

iron complex protein compound) to form an irreversible complex compound called 

carboxyhemoglobin that can cause syncope and death in few minutes.  

 

6. Conclusion 

 

This paper detailed a review of the various opportunities for energy efficiency management 

through some energy management systems and policies globally and suggestions was made for 

implementation in Nigeria. Energy management is indispensable in reducing cost of production, 

maintaining high quality of life, and reduction in the use of energy. It also prevents avoidable 

deaths and creates more opportunities. There are some social, economic, and behavioral aspects 

in shaping energy policy. Nigeria will save enough money for investment in other priority area if 

energy efficiency standards are followed and energy efficiency policies implemented. Improved 

health because of efficient use of energy will reduce absence in workplace, and increase 

productivity. This was analysed and presented in four major areas which include: standards for 

energy efficiency management, climate change and energy efficiency, possible barriers to energy 

efficiency, and policies for energy efficiency. Further elaboration of the enlisted areas were 

detailed focusing on the appropriate standard for sustainable energy efficiency and energy 

boosting. 
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Abstract 
In order to reduce the effect of the extensive consumption of fossil fuels energy on our planet, renewable energies 

exploitation and research need to be revived. Microbial fuel cells are indeed a renewable energy technology and a 

potential alternative that have a double function: to produce electricity while intensifying wastewater treatment 

processes by accelerating the degradation of organic matter. This research work therefore focuses on the 

investigation of microbial fuel cell power potential from abattoir in Effurun. Microbial Fuel Cell was built and 

assessed in terms of their performance. Different concentration of diluted abattoir wastewater was used as substrates. 

Important parameters including the maximum power density, average power and voltage were calculated and 

measured in order to compare the Microbial Fuel Cells where different substrates concentration is used. The results 

were promising, as we could obtain a significant power of 92.16 mW, power density of 1.233 mW/mm2, current of 

168.1 mA, and voltage of 14.4 v. The results confirm the principle that controls electric generators, when put in 

series, the voltage adds up and the current increases.  

 

Keywords: Abattoir, Power, Voltage, Electrode, Microbial Fuel Cell  
 

 

1. Introduction 

Energy is expended and waste generated with every human activity ranging from breathing which 

produces carbon monoxide (gaseous waste) to excreting which is an organic solid waste. Waste 

generated can be gaseous such as carbon dioxide (CO2), hydrogen sulphide (H2S), carbon 

monoxide (CO); liquid waste (e.g. industrial effluents) or solid waste (e.g. municipal waste). All 

these wastes are released into the environment which is harmful to it by altering the energy 

balance of nature which has impacted negatively on the environment. Incidentally, it is harmful to 

life (both human, plant and animal) as these are part of the environment [1]. With the increasing 

rate of rural-unrban migration, there is a corresponding increase in the amount of both domestic 

and industrial waste generated [3]. The improper waste management in the Nigerian society can 

lead to a high risk of human exposure to epidemics [5] [6]. The economy of a nation is 

fundamentally linked and largely dependent on environmental health but policymakers often 

overlook this. Decree No. 58 of 1988 (as amended) of the Federal Environmental Protection 

Agency (FEPA), Nigeria confers what is now the Federal Ministry of Environment (FME) with 

the responsibility of the protection and development of the environment. 

Energy has always played a key role in the development of both natural and artificial elements. 

Earth has different forms of energy which it constantly recycles to maintain the energy balance 

needed for the sustenance of life. As global fossil fuel depletes and energy demand increases, there 

is a demand for clean energy, scientists worldwide are now researching for renewable, reliable and 

sustainable source of energy to meet demand. Researchers have begun developing technology and 

harnessing the stored energy in readily available sources such as wind, light, organic matter, etc. in 

the pursuit of clean energy and a sustained environment. One of such technological devices is the 

Microbial Fuel Cell (MFC). The Microbial Fuel Cell (MFC) is a device which converts the 

chemical energy in organic matter directly to electrical energy [8]. Membraneless MFC is a 

bioreactor which converts the stored chemical energy in organic matter directly to electricity in a 

single chamber [2]. 

The microbial fuel cell is a bioreactor which converts the chemical energy stored in the bonds of 

organic matter into electricity through the biocatalysis of microorganisms. The higher the number 
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of microbial fuel cells, the higher the voltages, currents and power generated [7]. There are 

basically two methods and designs in which an MFC bioreactor can be achieved; the single 

chamber system and the two-chamber system as shown in Fig 1 and Fig 2. 

The single chambered MFC is simpler in design, cost effective and there is no need for aerating 

the cathode chamber like that of the two-chamber MFCs [8]. Fig. 1 shows the schematic diagram 

of a single chamber MFC. Unlike the two-chamber MFC, it is not essential to have the cathode 

electrode filled with liquid catholyte or in a separate chamber. The cathode can be in direct contact 

with air either in the presence or absence of a membrane [2]. 

Fig. 2 shows the basic configuration of a two-chamber MFC. The main components include the 

anode chamber and cathode chamber separated by a proton exchange membrane (PEM). Microbes 

decompose the substrate in the anodic chamber producing electrons, protons and carbon dioxide 

(CO2). The electrons are transferred to the cathodic chamber via a conducting wire and the protons 

are also transferred to the cathodic chamber via the PEM. 

The use of a microbial fuel cell finds economic importance in environmental waste management, 

health, agriculture and power. One major product from the technology of the MFC from the 

anaerobic decomposition of organic waste is methane gas (CH4). CH4 is a greenhouse gas which is 

in every regard not environmentally friendly. The prevention of CH4 from escaping into the 

environment reduces the risk of natural disaster from the depletion of the ozone layer of the earth. 

Other benefits include the reduction of nitrogen leaching into ground and surface waters; improve 

hygiene through the reduction of pathogens, worm eggs, and flies. Also, it reduces odour by 80%; 

controlled recycling/reduction of organic waste; reduces deforestation by providing renewable 

alternative to wood fuel and charcoal. CH4 burns “cleaner” than wood fuel, kerosene, and 

undigested bio waste. It also creates an integrated waste management system which reduces the 

likelihood of soil and water pollution compared to the disposal of untreated bio wastes hence a 

better and healthy environment for all life. 

 

2. Materials and Method 

2.1 Materials 

In this section, the materials and components used in the design and fabrication of the system is 

discussed here. A single chambered Microbial Fuel Cell was designed and fabricated using 

locally, cheap and readily available materials. The single chambered MFC was joined together to 

form a stacked MFC. The following materials and equipment were used in the fabrication and 

performance evaluation of the system; 

i. PET Bottles 

ii. Electrical multimeter. 

iii. Electrodes (graphite rods and aluminium plates) 

iv. Waste water from abattoir 

v. LED bulbs 

vi. Flexible wire 

vii. Digital pH metre. 

 

2.2 Method 

2.2.1 Description of the Microbial Fuel Cell 

Fig. 1 shows the double chambered MFC with each chamber made from plastic. One the chamber 

serves as the anodic chamber where the anode electrode is placed and is air-tight for anaerobic 

digestion to take place. The system has an opening at the top which pave way for easy feed-in 

opening and at the bottom which allow discharge opening. With this arrangement, charging and 

discharging of unused and used feedstock was achieved.  More so, the second chamber serves as 

the cathode chamber where the cathode electrode is placed. At the top of this chamber is a port 

allowing oxygen (O2+) to come in and react with the hydrogen ions (H+) to produce water to be 
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collected at the bottom side. The two chambers are separated by a proton electron membrane. Fig. 

3 shows the isometric view of the microbial fuel cell. 

2.2.2 Test and Evaluation of Microbial Fuel Cell (MFC) 

The testing stage involves the following steps; 

(A)  Arrangement of electrodes in the MFC 

 The electrodes were arranged in the MFC as depicted in Fig. 4. 

(B) Charging with Abattoir Waste Water 

Fig. 5 shows the charging processes setup.  

 
3.Results and Discussion 

The results of the performance test evaluation of the microbial fuel cell having twelve (12) 

electrodes each connected in series is shown in Table 1. The cathode is graphite and the anode 

aluminium. The electrolyte was abattoir waste water. As shown in Table 1, an average power of 

92.16 mW, power density of 1.233 mW/mm2, current of 168.1 mA, and voltage of 14.4 v were 

obtained. These are all indications that power can be generated from abattoir waste water through 

microbial fuel cell. 

 
Table 1. Results of Performance Test Evaluation of Microbial Fuel Cell 

Day pH Volt (V) Current (mAmp) Power (mW) Power Density 
(mW/mm2) 

1 5.42 0.73 10.87 7.94 0.106 

2 5.57 0.72 10.53 7.58 0.101 

3 5.71 0.71 10.46 7.42 0.099 

4 5.96 0.65 8.63 5.61 0.075 

5 6.03 0.67 6.12 4.1 0.055 

6 6.14 0.68 6.2 4.22 0.057 

7 6.38 0.65 5.87 3.82 0.051 

8 6.41 0.65 4.81 3.13 0.042 

9 6.59 0.65 4.39 2.85 0.038 

10 6.71 0.6 4.2 2.52 0.034 

11 9.39 0.6 7.26 4.36 0.058 

12 9.17 0.55 6.38 3.51 0.047 

13 8.92 0.54 6.83 3.69 0.049 

14 8.83 0.53 6.67 3.54 0.047 

15 8.55 0.51 6.11 3.12 0.042 

16 8.31 0.5 6.53 3.27 0.043 

17 8.16 0.49 5.7 2.79 0.037 

18 7.97 0.48 5.4 2.59 0.035 

19 7.68 0.41 5.23 2.14 0.029 

20 7.42 0.41 5.59 2.29 0.031 

21 7.31 0.4 5.43 2.17 0.029 

22 7.25 0.39 4.32 1.68 0.023 

23 7.18 0.36 4.88 1.76 0.024 

24 7.14 0.35 5.21 1.82 0.024 

25 7.11 0.32 3.63 1.16 0.016 
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26 7.09 0.32 3.72 1.19 0.016 

27 7.06 0.27 3.93 1.06 0.014 

28 7.04 0.26 3.2 0.83 0.011 

Total  14.4 168.1 92.16 1.233 

 

 

 

 

                       
Figure 1. Schematic diagram of a single                   Figure 2. Schematic diagram of a typical two-     

chamber MFC [8]     chamber MFC [8] 
 

 
Figure 3. Isometric view of microbial fuel cell 

 

                                    
Figure 4. Arrangement of electrodes in the MFC       Figure 5. charging Microbial Fuel Cell         

                                                                                              with abattoir waste water 
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Figure 6. Performance Test Evaluation     Figure 7. Graph of pH, voltage and current readings 

 
 

Figure 6 shows the results of performance test evaluation. The system was able to power the LED 

bulb, thus with more connections of cell together, the system can power some home appliances.  

As shown in Fig 7, the voltages recorded for MFCs was uniform throughout and with a steady rise 

in pH readings tending towards strong alkalinity which favour power generation.  

 

4. Conclusion 

With the high population and inadequate power supply in Nigeria, alternative means of power is 

urgently needed.  Adequate power supply is the bedrock of any society for development and 

sustenance. The Microbial Fuel Cell is a suitable source of clean and renewable energy fit for the 

Nigerian society. Clean fuels, specifically fuel cells and biofuels are sources of energy from 

organic matter without any pollution are suitable replacements for traditional fossil fuels. 
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Abstract 
Interest in solar energy has prompted the accurate measurement and mapping of solar energy resources of the globe. 

Solar radiation data are available in several forms. Most radiation data available for horizontal surfaces include both 

direct and diffuse radiation. This is normally done by using solar-meters. Most solar-meters measurements are 

recorded simply as total energy (global radiation) incident on the horizontal surface; other measurements separate 

the direct (beam) and the scattered (diffuse) radiation. Radiation data are the best source of information for estimating 

average incident radiation and for the proper designing of a solar water heating system. A precise analysis and design 

of a solar water heating system requires knowledge of the solar energy obtained from the sun and the availability of 

global solar radiation and its components at the location of project site. Since the solar radiation reaching the earth’s 

surface depends upon climatic conditions of the place, a study of solar radiation under local climatic conditions is 

essential. Solar radiation data were obtained through the use of an empirical model to predict and estimate solar 

radiation. The highest value of solar radiation were obtained in April, 2018 and the average horizontal radiation on 

a surface and radiation on a tilted surface was found to be 966.12W/m2 and 1055.99W/m2 respectively. 

 
Keywords: Solar radiation, Solar energy, Tilted surfaces, horizontal surface, Solar collector 

 

1.0 Introduction 

 Energy and its different forms are fundamental to human existence and the economic development 

of any country. Nigeria with its increasing population needs alternative source of energy to support 

its growing population. Currently there is a lot of over dependence on fossil fuel and environmental 

pollution caused by fossil fuel combustion, chlorofluorocarbons, other chemicals and organic 

materials [1]. Researches are being conducted towards addressing this problem, these includes the 

use of solar energy through collectors, optical, thermal and thermodynamic analysis, coupled with 

the use of optimum tilt angle for maximum insolation across different locations.  Solar radiation 

from the sun that keeps our planet warm exceeds by far the current primary energy supply used by 

mankind for its comfort, leisure and economic activities. It also exceeds vastly other energy 

sources at ground level such as geothermic or tidal energy, nuclear power and fossil fuel burning. 

Sunrays also drive hydraulics, wind, wave power and biomass growth. The global warming crisis 

as a result of the depletion of the ozone layer caused by the emissions of CFC’S (chlorinated and 

brominates organic compounds) and NOx has led to many researches on alternative renewable 

sources of energy like the sun, hydro, wind and geothermal. Most countries in the world have 

realized the need for reduction of gas emissions to contrast the adverse global climatic change, 

encouraging the use of renewable and fully sustainable sources of energy [2].  

 

The solar radiation from the sun coming through the atmosphere to the earth can 

be anticipated with a high accuracy. The amount of solar energy depends basically on the 

astronomical geometric parameter such as the actual distance from sun to earth, since the 

earth moves around the sun on an elliptical orbit, the sun-earth distance is a function of the day. 

With regard to the mean value of the earth-sun distance, the sum of energy per unit area obtained 

from the sun exterior of the earth’s atmosphere, known as the solar constant, is approximately 

http://www.nipesjournals.org.ng/
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1367W/m2 [3]. The earth’s cross-sectional area is estimated to be 127400000km2 and the 

total power released to the earth by the sun is estimated to be 1.75 × 1014 kW [3]. 

The solar radiation reaching the earth’s surface is sometimes difficult to estimate because of the 

interaction with the atmosphere and the different soil surfaces in contact. The mean solar radiation 

is a function of various statistical data which cannot be predicted with a high precision. While 

passing through the atmosphere a major part of the incident energy from the sun is suppressed by 

reflection, scattering or absorption by air molecules, clouds and particulate matter also called 

aerosols. Due to this only 60% (approximately 1.05×1014 kW) of sunlight from the sun to the 

earth’s atmosphere reaches the earth’s surface [4]. Notwithstanding, the total annual solar radiation 

falling on the earth’s surface is approximately more than 7500 times the world’s total annual 

primary energy consumption of 450 EJ [5]. 

 

The energy generated within the inner core of the suns solar sphere having temperatures of 

approximately many millions of degrees must be transferred out to the surface and then be radiated 

into space. A combination of radiative and convective processes occur with successive emission, 

absorption and radiation. The radiation in the sun’s core is in the x-ray and gamma-ray parts of the 

spectrum, with the wavelengths of the radiation increasing the temperature drops at larger radial 

distances [3]. 

 

The surface of the sun consists of granules (irregular convection cells), with a measurement of 

between 1000 to 3000 km and having a lifetime cell of a few minutes. Other features of the sun’s 

solar surface are small dark areas called pores which are of the same size in magnitude as the 

convective cells and the larger dark areas called sunspots which vary in size. The convective zone 

has an outer layer called the photosphere. It is essentially opaque and also consist of gases that are 

composed of strongly ionized particles that are able to absorb and emit a continuous spectrum of 

radiation. The source of most solar radiation is the photosphere [6]. 

 

Apart from the photosphere, a less transparent solar atmosphere can be observed during total solar 

eclipse or by an instrument known as the solar disk. The photosphere is immediately below a layer 

of gases that are cooler and several hundred kilometers deep called the reversing layer. 

Chromosphere is another layer that is close to the photosphere having a depth of about 10,000 km 

and this is a gaseous layer with temperatures higher than that of the photosphere but with lower 

density [7]. Also there is a layer called corona, which is far from the photosphere and it is a zone 

of very low density with a very high temperature of about 106 K. The sun showing its physical 

structure, temperature and density gradients will serve as a basis for acknowledging that the sun 

does not in fact function as a blackbody radiator at a fixed temperature [8]. The radiation aspect 

from the sun that is not reflected or scattered and reaches a specific surface directly from the sun 

is known as the direct or beam radiation. The scattered radiation which reaches a specific surface 

from all directions is known as diffuse sky radiation. The total radiation incident on a horizontal 

surface consist of diffuse sky and direct radiation and is known as the global or total horizontal 

radiation. The total radiation incident on a non-horizontal or tilted surface is a combination of the 

direct radiation, diffuse sky radiation, and another form of radiation that is reflected from the 

ground surface and is known as the global tilted radiation [9]. 
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Some factors that determines the availability of the solar radiation in specific locations are climate 

conditions formed by geographical factors including latitude, size of lands and seas, sea tides, 

height above sea level and land formation. The latitude is of great importance since the angle of 

the incidence of the solar radiation causes the lower irradiance at higher latitudes. According to 

solar radiation travels through a distance in the atmosphere before reaching the earth and at higher 

latitudes the distance is longer resulting in the increased absorption and reflection of the solar 

radiation before reaching the earth. The other one is that the higher angle of incidence results in 

the lower irradiance on the horizontal ground surface [10]. 

 

Solar energy is a form of energy obtained from the sun and it is a type of renewable energy. The 

energy from the sun can be used to generate thermal energy or heat energy for use in our residential 

homes and industry respectively. Solar radiation varies with location and it is important to known 

the quantity of solar energy that can be obtained in a particular location, this can be measured and 

also estimated for. Due to the issues of faulty equipment and maintenance of research centers that 

can store this information, it is important to also obtain this solar radiation data by empirical and 

angular solar relations. 

The aim of this work is to determine theoretically reliable solar radiation data that can be used for 

research purpose and the design and fabrication of solar machines and equipment. 

 

2.0 Methodology 

This study compares its obtained data with that measured from National Centre for Energy and 

Environment, University of Benin, Benin City, Edo State, Nigeria (longitude and latitude of 

6.33°N, 5.61°E) for the project location. Data obtained from the energy center was from the period 

of 2012 to 2017. Solar radiation data available at the agency is only global radiation (a combination 

of both the direct and diffuse radiation). 

In order to properly estimate the total solar radiation on a tilted surface, angular solar relation like 

the incident angle, hour angle, altitude angle, zenith angle, azimuth angle and the declination angle 

were calculated respectively. 

Collectors were installed horizontally at an angle to increase the amount of radiation intercepted 

by the surface of the collector. In order to obtain the radiation on a tilted surface, angular relations 

of solar radiation were estimated for. The surface absorbs beam, diffuse and ground reflected solar 

radiation. Also the amount of solar radiation received per unit area by a surface held perpendicular 

to the sun rays comes in straight line from the direction of the sun at its current position in the sky 

and this was determined with the aid of Equation (1). 

 

In = A exp (−
𝐵

𝑐𝑜𝑠𝜃𝑍
)                                                                                                          (1) 

Where In is the normal solar radiation intensity in W/m2, A and B are constants (1230 and 0.142 

were obtained from [11]). 

Ib = In cos 𝜃𝑍                                                                                                                       (2) 

Id = In𝐶                                                                                                                                (3) 

Where Ib is the beam radiation, cos 𝜃𝑍 is the zenith angle, Id is diffuse radiation and C is a constant 

(0.058 was obtained from [11, 12]).  

θz = 90 − α                                                                                                                          (4) 
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Where α is the altitude angle.   
Sinα =  cosL cosω cosδ  +  sinL sinδ                                                                                (5) 

 Where L is the latitude of the site, ω is the hour angle and δ is the declination angle respectively.   

ω = (ST − 12)15                                                                                                                  (6)   

Where ST is the solar time and it is from 1 to 24 hours.   

δ = 23.45 sin (360
284+n

365
)                                                                                                   (7) 

Where n is for the number of days.            

𝑅𝑏 =
cos 𝜃𝑍

 Cosθ
                                                                                                                            (8)     

where θ is the anle of incidence.                                                                                                                                                              
 Cosθ =  cos𝜃𝑍  cosβ  +  sin𝜃𝑍 sinβ                                                                                  (9) 

where α is the altitude angle, γ is azimuth angle and β is the tilt angle respectively. 

β = lattitude + 5𝑜                                                                                                             (10) 

γs = sign(ω) |cos−1 (
cos θz sin L−sin δ

sin θz cos L
)|                                                                             (11) 

Where γ is the azimuth angle. 

𝐼𝑇 = 𝐼𝑏𝑅𝑏 + Id (
1+𝑐𝑜𝑠𝛽

2
) + 𝐼𝑏𝑅𝑏𝜌𝑔 (

1−𝑐𝑜𝑠𝛽

2
)                                                                      (12) 

Where  IT is the total solar radiation on a tilted surface and  ρg is ground reflectance.    

Data source was generated using Equations (1) to (12), this is to ensure that at any point in time of 

a particular day and time, when the tilt angle is altered, horizontal radiation and radiation on a 

tilted surface is obtained for that location and time. This data sheet could be readily available for 

solar energy research and for the purpose of weather forecast. 

3.0 Results and Discussion 

The amount of solar energy obtained in a particular location depends on the angular solar relations, 

analysis of the solar flat plate collector considering the location, tilt angle and ambient conditions 

of the site under study. 

3.1 Angular relations of solar radiation 

Solar energy availability was determined considering some conditions, these conditions are 

ambient conditions, tilt angle, the location (longitude and latitude) of study and the mid-month in 

each month. The mid-months (nth) are recommended average days of various months. A particular 

day in each month was chosen (mid-month), this day has approximately the average solar radiation 

which is equal to the monthly mean value for that particular month as shown in Table 1, with this 

the total radiation on an horizontal and tilted surface were obtained respectively as shown in Table 

2 and 3 using Equations 1 to 12.  

Table 1: Angles of solar relations from January to December 2018 in Benin City, Edo State. 

Mid-Month No of 
Days(n) 

Declination 
(d) 

Altitude 
angle 

Zenith 
angle 

Azimuth angle Incident 
angle 

17 Jan 2018 17 -20.92 49.86 40.13 46.44 29.13 

16 Feb 2018 47 -13.61 54.14 35.85 56.06 24.85 

16 Mar 2018 75 -2.42 58.79 31.21 74.61 20.21 

15 April 2018 105 9.42 60.15 29.87 97.88 18.87 
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15 May 2018 135 18.79 58.26 31.74 115.88 20.74 

11 June 2018 162 23.09 56.62 33.37 123.26 22.37 

17 July 2018 198 21.21 57.40 32.60 120.08 21.60 

16 Aug 2018 228 13.46 59.63 30.37 105.87 19.37 

15 Sept 2018 258 2.221 59.80 30.19 83.48 19.19 

15 Oct 2018 288 -9.60 56.13 33.87 62.19 22.87 

14 Nov 2018 318 -18.92 51.12 38.88 48.90 27.88 

10 Dec 2018 344 -23.05 48.48 41.51 43.96 30.52 

 

Table 1 shows the obtained solar declination angle, altitude angle, zenith angle, azimuth angle and 

incident angle respectively from January to December 2018 for Benin City, Edo State, the mid-

month, latitude, number of days and hour angle were considered during the analysis. This analysis 

enabled the estimation of the radiation on a horizontal surface and the radiation on a titled surface 

respectively. 

 

Table 2: Radiation on a Horizontal surface from January to December 2018 of Benin City, 

Edo State 

 

Months 𝑰𝒃(W/m2) 𝑰𝒅(W/m2) 𝑰𝑻𝑯(W/m2) 

January 781.04 59.25 840.29 

February 836.73 59.87 896.60 

March 891.09 60.43 951.52 

April 905.55 60.57 966.12 

May  885.16 60.40 945.56 

June 866.56 60.19 926.75 

July 875.51 60.27 935.78 

August 900.20 60.51 960.71 

September 902.09 60.53 962.62 

October 860.68 60.13 920.81 

November 797.87 59.45 857.32 

December 761.90 59.02 820.92 

 

Table 2 shows the direct solar radiation, diffuse solar radiation and the total solar radiation on a 

horizontal surface for a period of one year for Benin City, Edo State, Nigeria considering the 

location and site of study. This obtained data will enable researchers estimate the total radiation 

on a tilted surface and also enhance solar energy researches due to the fact that parameters/data for 

solar energy are scarce.  

 

Table 3: Radiation on a tilted surface from January to December 2018 of Benin City, Edo 

State 

 

Months 𝑰𝒃𝒕(W/m2) 𝑰𝒅𝒕(W/m2) 𝑰𝒈(W/m2) 𝑰𝑻𝑯(W/m2) 

January 892.31 67.69 1.54 961.54 
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February 936.72 67.03 1.65 1005.40 

March 977.72 66.30 1.75 1045.77 

April 988.12 66.09 1.78 1055.99 

May  973.38 66.39 1.73 1041.51 

June 959.55 66.64 1.70 1027.89 

July 966.25 66.52 1.72 1034.49 

August 984.30 66.17 1.77 1052.24 

September 985.66 66.14 1.77 1053.57 

October 955.12 66.72 1.69 1023.53 

November 905.96 67.50 1.58 975.03 

December 876.59 67.90 1.51 945.99 

 

Table 3 shows the direct solar radiation, diffuse radiation, ground reflected radiation and the total 

solar radiation on a tilted surface for a period of one year for Benin City, Edo State, Nigeria 

considering the location and site of study. This data was obtained considering a tilt angle of 11o 

(11 degree), the computation was done so as to allow for varying climatic condition for optimum 

performance of the solar system under study. The solar radiation obtained was compared to the 

solar radiation data obtained from National Centre for Energy and Environment, University of 

Benin, Benin City, Edo State, Nigeria as shown in Figure 1 for 2017.  

 

 
Figure 1: A graph of measured and estimated solar radiation against months. 

 

The graph shows the interaction between the estimated and measured solar radiation of 2017 

(obtained from the National Centre for Energy and Environment) with the number of days, from 

the above it shows there is a good agreement between the measured and estimated solar radiation. 

Therefore, proving that the accuracy of the estimated solar radiation obtained by empirical 

equations could be relied on.  

 

4.0 Conclusion 
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A procedure was developed to determine the solar radiation on a horizontal surface and on a tilted 

surface. A solar radiation data of Benin City, Edo State was generated with respect to various input 

parameters (time, day, hour angle, latitude and longitude, tilt angle and angular solar relations 

respectively) so that when the input parameters are altered or varied, output parameters like solar 

radiation on a horizontal surface and on a tilted surface can be obtained. The highest form of solar 

radiation obtained were 966.12W/m2 and 1055.99W/m2 respectively for the month of April, 2018. 
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Abstract 

Heat transfer instruction lessons has been a mainstay in the curriculum of undergraduate and postgraduate 

programs in mechanical and chemical engineering disciplines in higher institutions across the world. This paper 

presents the design and fabrication of a shell and tube heat exchanger (STHE) for laboratory experiments. A 

detailed thermal design using the Kern’s approach was adopted for the thermal design of the heat exchanger. 

Thereafter, a mechanical design was carried out employing the TEMA standards and the ASME BPVC. It was then 

modeled before its fabrication. A water retention mechanism was designed using PVC pipes and 90˚ bend 

connectors to form a U-shaped apparatus to ensure efficient exchange of heat between both streams of fluid. 

Keywords: Heat, Heat Exchanger, Shell and Tube Heat Exchanger, Heat Transfer, Laboratory, Kern’s Approach, 

Thermal Design, Fabrication. 

1.  Introduction 

Heat exchangers are one of the most widely used equipment in the process industries [1]. A heat 

exchanger is an equipment that provides the platform for the transfer of heat from a stream of 

fluid to another. Heat exchangers are widely used in automobile radiators, domestic and 

industrial air-conditioners and refrigerators [2-4]. They are used in power generation plants, 

engineering thermo-fluid laboratories, fast moving consumer goods (FMCG) industries such as 

breweries, pharmaceuticals and food industries [5-9]. 

The different forms of heat exchangers may be classified based on the configuration of the 

direction or path of fluid flow and by their various applications. The majority of the heat 

exchangers that are grouped based on the configuration of direction of fluid flow are further sub-

classified into four (4) major categories: Parallel (concurrent) Flow, Counter (countercurrent) 

Flow, Cross-Flow, and Multi-Pass Cross-(hybrid) Flow [10] 

 

Figure 1: Classification of heat exchangers based on fluid flow [30]

http://www.nipesjournals.org.ng/
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However, there are basically eight (8) major types of heat exchangers and all these employs one 

or more of the aforementioned configurations of fluid flow. They include: shell and tube heat 

exchanger, plate heat exchanger, plate and shell heat exchanger, adiabatic wheel heat exchanger, 

plate fin heat exchanger, pillow plate heat exchanger, fluid heat exchanger, waste heat recovery 

unit heat exchanger. Among these basic types of heat exchangers, the shell and tube heat 

exchanger is the most versatile [11]. 

The shell and tube heat exchanger as the name implies consist of cylindrical or rectangular cross 

sectional tubes that are mounted in a shell (a large vessel) which could have any arbitrary shape 

at its cross-section. One stream of fluid runs (flows) through the tubes often referred as the tube 

side flow, while the other stream of fluid flow over the bundle of tubes (inside the shell) and is 

often referred to as the shell side flow. By these means, heat is transferred from one stream of 

fluid to another. Hence, heat transfer instruction lessons has been a mainstay in the curriculum of 

undergraduate and postgraduate programs in mechanical and chemical engineering disciplines in 

higher institutions across the world [12]. 

In order to carryout requisite laboratory experiments, many indigenous institutions in Nigeria 

import laboratory equipment including heat exchangers [11]. Process and petrochemical 

industries in Nigeria also have their heat exchangers imported. Therefore, designing and 

fabricating a shell and tube heat exchanger would go a long way in addressing the problems 

currently faced by engineering colleges in many tertiary institutions in Nigeria, while boosting 

the economy by virtue of a potential market and exporting these equipment to other countries 

and therefore promoting local content inclusion. 

1.2 Shell and Tube Heat Exchangers 

The shell and tube heat exchangers are arguably the most versatile type of heat exchangers in 

use. Shell and tube heat exchangers are known to possess somewhat large ratios of heat transfers 

to volume and weight of the streams they carry. They are designed to offer prime flexibility; of 

which easy cleaning is a key characteristic. It is interesting to note that they can also be designed 

for high pressures relative to the atmosphere or environment and also high-pressure differences 

between the fluid streams [13]. 

 

Figure 2: Typical parts of a heat exchanger and connections: (1) Stationary head-channel; (2) Stationary head-bonnet; (3) 

Stationary Head Flange-Channel or bonnet; (4) Channel cover; (5) Stationary head  nozzle; (6) Stationary tubesheet; (7) Tubes; 

(8) Shell cover; (9) Shell flange-stationary head end; (11) Shell flange-rear head end; (12) shell nozzle; (13) Shell cover flange; 

(14) Expansion joint; (15) Floating Tubesheet; (16) Floating head cover; (17) Floating head cover flange; (18) Floating head 

backing device; (19) Split shear ring; (20) Slip-on backing flange; (21) Floating head cover-external; (22) Floating tubesheet 
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skirt; (23) Packing box; (24) Packing; (25) Packing gland; (26) Lantern ring; (27) Tierods and spacers; (28) Transverse baffles or 

support plates; (29) Impingement Plate; (30) Longitudinal baffle; (31) Pass partition; (32) Vent connection; (33) Drain 

connection; (34) Instrument connection; (35) Support Saddle; (36) Lifting lug; (37) Support bracket; (38) Weir; (39) Liquid level 

connection; (40) Floating Head support.  Source: [24] 

As seen from Figure 2, the shell and tube heat exchanger is made up of many parts. They main 

parts include:  

I. Shell: container for the shell fluid and it houses the tube bundle that is placed inside of it. 

The shell diameter to be chosen in such a way that it gives a close fit to the tube bundles. 

TEMA provides shell types that are already standardized. 

II. Baffles: these are plates positioned along the length of the shell at right angles (for 

transverse baffles) to the tubes axes used to induce greater turbulence. They are also 

subdivided into segmental, disc-and-doughnut and orifice baffles. 

III. Tubes: these are mostly circular or rectangular cross-sectional vessels that run inside the 

shell. They are arranged uniformly to a pattern and held firm by the tube sheet (s).  

IV. Tube sheets: the tube sheet is a flat circular plate circular plate that contains regular 

patterns of drilled holes according to the tube sheet pattern. The tubes are connected to 

the tube sheet. The tube sheet in conjunction with the shell and the channel forms the 

primary barrier for the inter-mixing between the tube side flow and the shell side flow.  

V. Tie rods: they are used to provide structural support for the tube bundles in the shell. 

VI. Heads: Heat exchangers typically have two types of head; the rear head and the front 

head. The different types of standard heads have been computed by (TEMA). 

VII. Nozzles and Openings: the shell side flow and the tube side flow enter the heat 

exchangers by means of nozzles and openings. These entry cavities must be able to 

withstand pressures. 

[14] made a simplified approach to effectively design a shell and tube heat exchanger for 

beverage and process industry application. [15] designed and fabricated a small shell and tube 

heat exchanger prototype as an auxiliary cooling system for the radiator of a 30 KVA generator 

for an engineering outlet in Kano North Western Nigeria as a means to improve the efficiency of 

the cooling process. [16] did a study on the performance analysis of a shell and tube heat 

exchanger. They aimed at varying different constructional parameters to get performance review 

under varying conditions. In a bid to achieve this, they developed a Microsoft Excel program to 

make calculations and getting results after varying parameters easier. [17] performed another 

heat analysis on a shell and tube heat exchanger with a bundle arrangement consisting of a 

rotated square pitch and rotated triangle pitch. The analysis was done considering water as the 

tube side stream and steam on the shell side stream, with subsequent substitution of carbon-

dioxide and sulphur-dioxide gases as the tube side stream. [18] undertook a study aimed to 

fabricate the optimum design for a shell and tube heat exchanger as a condenser with 

correspondingly high productivity of drinking water for portable solar water distiller. Because of 

the nature of the purpose of the heat exchanger which was to condense drinking water, stainless 

steel was chosen as the material to fabricate the heat exchanger. [19] designed a shell and tube 

heat exchanger to be used in Nitric acid manufacturing plants. The heat exchanger was designed 

to cool the tail gas using the output gaseous stream from the reactor. [20] made a simplified 

approach to design a Shell and Tube heat exchanger for use in hydraulic oil and process industry 

application. The temperature and pressure of hydraulic oil data where duly obtained from an 
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existing industrial hydraulic power pack machine. [21] designed and fabricated a shell and tube 

heat exchanger for use as a testing model for laboratory work. For easy accessibility and low-

cost, the material chosen for the shell construction was polyvinyl chloride (PVC) while 

galvanized steel was chosen as the material to fabricate the tubes, baffles, nozzles and tube sheet. 

[22] designed and fabricated a shell and tube heat exchanger for practical applications in the 

department of Mechanical Engineering Technology, Federal Polytechnic Ede, Nigeria employing 

the Kern’s approach for the thermal design.  

[11] designed and fabricated the a shell and tube heat exchanger in the department of Mechanical 

Engineering, Imo State University, Owerri. The project was aimed at using the shell and tube 

heat exchanger for laboratory use. The Bell Delaware’s approach was used in the thermal design 

and no-phase change assumption was also adopted. 

    2. Methodology 

The heat exchanger could be considered as a pressure vessel. Since they operate under 

thermodynamics and heat transfer principles, its design is much more than the conventional 

mechanical design [23]. The successful design of a shell and tube heat exchanger can be 

subdivided into two main phases;  

(i) Thermal design  

(ii) Mechanical design.  

2.1 Thermal Design 

There are many approaches to the thermal design of a shell and tube heat exchanger. The most 

popular include the Kern’s methods, Dell-Delaware method, and the Stream Analysis method. 

For the sake of this design, the Kern’s approach was adopted. The Kern’s method is based on 

correlations developed based on experimental data for typical heat exchangers. It attempts to 

correlate data from heat exchangers by a simple equation analogous for flow in tubes. The 

disadvantage of this approach is that it is restricted to a baffle cut of (25%), and therefore, cannot 

completely account for tube-baffle and baffle-shell leakages. Also its prediction of pressure drop 

is less satisfactory. Regardless of the obvious disadvantages, the Kern’s method allows for quick 

calculation of the shell-side coefficients and pressure drop, gives reasonable accuracy for 

preliminary design, and provide simplicity [13]. 

Table 1: Initial Design Data 

                SHELL SIDE                       TUBE SIDE 

Internal Diameter (ID) = 6 in  Outer Diameter of tube (OD) = ¾ in 

Number of passes = 1 Number of passes (n) = 4 

Configuration TEMA-Shell type E Configuration : BWG 18, 1 in Triangular pitch 

Mass flow rate (𝑚𝑠̇ ) = 0.5 Kg/s Mass flow rate (𝑚𝑡̇ )= 1.75 Kg/s 

Flow allocation: Hot fluid Flow Allocation : Cold fluid 

Inlet Temperature (𝑇1) = 100 OC Inlet Temperature (𝑡1) = 23 OC  

Outlet Temperature (𝑇2) = 65 OC Outlet Temperature (𝑡2) = ? 

Fluid Allocation: Water Fluid Allocation: Water 
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2.1.1 Heat Balance 

The heat balance equation is given by; 

    𝑄 = 𝑚𝑠̇ × 𝐶𝑝𝑠 × (𝑇1 − 𝑇2) = 𝑚𝑡̇ × 𝐶𝑝𝑡 × (𝑡2 − 𝑡1)                                                   (1)      

The unknown outlet temperature is calculated from Equation (1).  

 

2.1.2 Determination of LMTD 

The counter-flow arrangement will be adopted for this design. Therefore, the Logarithmic Mean 

Temperature Difference (LMTD) is given by 

                                   LMTD = 
(𝑇1−𝑡2)−(𝑇2−𝑡1)

ln
(𝑇1−𝑡2)

(𝑇2−𝑡1)

                                     (2) 

Since the number of tube passes is two (2), we employ the LMTD correction factor; 𝐹𝑇 from 

A.1. Therefore, the true or correct temperature difference, ∆𝑡= LMTD × 𝐹𝑇               (3) 

2.1.3 Determination of the number of tubes required. 

To determine the number of tubes required for the heat exchanger, the overall design heat 

transfer coefficient 𝑈𝐷 needs to be assumed. According to [25], The overall heat transfer 

coefficient, 𝑈𝐷, for water-water heat exchanger has an equivalent value of 1418W/m2 K to 2837 

W/m2 K. Therefore, we assume 𝑈𝐷 to be = 2000 W/m2 K and substitute in equation (4). 

The heat transfer rate is given by 𝑄 = 𝑈𝐷𝐴∆𝑇𝑚                                                             (4) 

The tubes heat transfer surface area, A is given by A = 𝑁𝑡 × 𝐿 × 𝑎"                              (5) 

Therefore, the number of tubes, 𝑁𝑡 is obtained from equation (5) 

2.1.4 Tube - Side Design 

The Internal flow area for the tube side ( 𝑎𝑡) is expressed as 

 𝑎𝑡 =
𝑁𝑡×𝑎′𝑡       

𝑛
                                                                                                                  (6) 

The mass velocity of tube-side flow is given by; 𝐺𝑇 = 
𝑚𝑡̇

𝑎𝑡
                                             (7) 

The velocity at the tube – side flow is given by; 𝑣𝑡 =
𝐺𝑡

𝜌
                                                (8)          

To calculate for the tube – side Reynolds number; 𝑅𝑒𝑡 =
 𝐺𝑡×𝑑𝑖

𝜇
                                     (9) 

The tube-side film heat transfer coefficient (ℎ𝑖) for water flowing in tubes has been computed by 

[26] the data is given A.3. 
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The corrected coefficient is given as ℎ𝑖𝑜  = ℎ𝑖 × 𝐼𝐷/𝑂𝐷                                               (10) 

2.1.5 Shell - Side Design 

The shell side flow area is given by; 𝑎𝑠 =
𝐼𝐷×𝐶′𝐵

𝑃𝑇
                                                           (11) 

Shell side mass velocity, is given by; 𝐺𝑠 = 
𝑚𝑠̇

𝑎𝑠
                                                                (12) 

The velocity at the shell – side flow is given by;  𝑣𝑠 =
𝐺𝑠

𝜌
                                               (13) 

To calculate for the shell – side Reynolds number (𝑅𝑒𝑠);    𝑅𝑒𝑠 =
 𝐺𝑠×𝐷𝑒

𝜇
                       (14)    

Where, 𝐷𝑒 is the shell equivalent diameter. The shell equivalent diameter depends on the tube 

configuration [25]. Hence for a triangular pitch configuration, A.2 gives the equivalent diameter 

for common configurations. 

The shell-side film heat transfer coefficient (ℎ𝑜) is given by;  

ℎ𝑜 =  𝑗𝐻
𝑘

𝐷𝑒
(

𝑐𝑝𝜇

𝑘
)

1

3
                                                                                                            (15)    

Where,  𝑗𝐻 =
ℎ𝑜𝐷𝑒

𝑘
(

𝑐𝑝𝜇

𝑘
)

−
1

3
(

𝜇

𝜇𝑤
)

−0.14

                                                                              (16)   

 𝑗𝐻 is a factor obtained from A.4 with the aid of the shell side Reynolds number while viscosity 

ratio, (
𝜇

𝜇𝑤
)

−0.14

 can be assumed to be equal to be 1, because of the low viscosity of water [25]. 

2.1.6 Clean Overall Heat Transfer Coefficient 

The clean overall heat transfer coefficient 𝑈𝐶 is given by; 

  𝑈𝐶 =
ℎ𝑖𝑜×ℎ𝑜

ℎ𝑖𝑜+ℎ𝑜
                                                                                                                    (17) 

Since 𝑈𝐶 is greater than 𝑈𝐷, the assumption was appropriate and there would be no need for 

further iterations with subsequent values of 𝑈𝐷.  

2.1.7 Fouling Resistance 

The fouling resistance, 𝑅𝑑 is given by; 

 𝑅𝑑 =  
𝑈𝐶−𝑈𝐷

𝑈𝐶×𝑈𝐷
                                                                                                                  (18) 

2.1.8 Tube Side Pressure Drop 

The pressure due to friction can be calculated with the equation (19) 



The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

223-240  

229 

 

  ∆𝑝𝑡 =  
𝑓𝐺𝑡𝐿𝑛

5.22×1010 𝐷𝑒𝑠∅𝑡
                                                                                                    (19) 

The direction of change introduces further pressure drop ∆𝑝𝑟 called the return loss, it is given as;      

∆𝑝𝑟 =
4𝑛

𝑠
×

𝑣2

𝑔′
                                                                                                                 (20) 

Hence, total tube side pressure loss is given by; 

∆𝑝𝑇 = ∆𝑝𝑡+ ∆𝑝𝑟                                                                                                              (21) 

2.1.9 Shell Side Pressure Drop 

 [25] provided a more accurate equation in determining the pressure drop on the shell-side, it is 

given by; 

  ∆𝑝𝑠 =  
𝑓𝐺𝑡

2𝐷𝑠(𝑁+1)

5.22×1010 𝐷𝑒𝑠∅𝑠
                                                                                                    (22) 

2.2 Mechanical Design 

As mentioned in section 2 after successful thermal design the mechanical design is the next stage 

in the design of a shell and tube heat exchanger. 

2.2.1 Design Pressure 

The design pressure plays a very major role in determining the minimum thickness required for 

the pressure parts. According to section VIII division 1, of the rules for construction of pressure 

vessels by [27], a pressure vessel shall be designed of at least the most severe condition of 

coincident pressure. Generally too, the design pressure is 10% greater than the maximum 

allowable working pressure. Therefore tube-side pressure which is higher is given by; 

 𝑃𝑇 =  𝐺𝑡 ×  𝑣𝑡                                                                                                               (23) 

2.2.2 Design Temperature 

The design temperature for a non-directly heated body like the heat exchanger is given by an 

addition of 10˚C to the maximum temperature of any component in the heat exchanger. In this 

design, the maximum fluid temperature occurs at the inlet to the shell with water at 100˚C. 

Therefore, the design temperature of 110˚C is adopted. 

2.2.3 Shell Wall Thickness 

According to section UG-27 of [27]. 

The minimum wall thickness 𝑡𝑠 =  
𝑃𝑅

𝑆𝐸−0.6𝑃
                                      (24) 
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2.2.4 Tube Sheet Design  

Generally, tube sheets less than 100 mm are made from plate materials [28, 29]. The minimum 

tube sheet thickness due to bending 𝑡𝑡𝑠 is given by; 

   𝑡𝑡𝑠 =  
𝐹𝐺𝑝

3
√

𝑃𝑡

𝑘𝑓
  [24]                                                                                (25) 

2.2.5 Headers 

For the sake of simplicity and ease of construction and maintenance, the A-type; channel and 

removable cover head is used. Likewise for the rear head, the L-type; fixed tubesheet like “A” 

stationary head is used.  

2.3 Material Selection 

Of course, it may not be possible for every component to be made of one material, often though, 

the best is chosen with considerations also given to the cost, availability and machinability. 

2.3.1 Shell Material 

The material chosen was ASTM A285 Grade C carbon steel. This grade of steel is effective at 

low pressure conditions. They have intermediate to low yield strength, hence these properties 

make them useful in structural, mechanical and other engineering applications especially in 

pressure vessels like steel tanks and boilers and heat exchangers. 

2.3.2 Tube Material  

The material chosen for the tube is copper type-L. This is because they have a very high thermal 

conductivity of 385 W/mk. They have high resistance to pitting, crevice erosion, stress corrosion 

cracking, corrosion fatigue and erosion hence they are suitable for the tube side flow. 

2.3.3 Baffle and Tubesheet Material 

The baffles and tube sheet materials were made of stainless steel. This is because stainless steels 

are corrosion resistant; possess high tensile stress, very durable, temperature resistance and easy 

formability and fabrication. 

2.3.4 Headers 

The material used for both headers was ASTM A285 grade C carbon steel. 

2.4 Design Drawings 

The design drawings were all done with Dassault systemes SOLIDWORKS. 
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Figure 3: Design 2D drawings of the heat exchanger. 

 

Figure 4: Pictorial 3D rendition of the tube bundle 
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Figure 5: Pictorial 3D rendition of the assembled shell and tube heat exchanger 

 

Figure 6: Pictorial 3D rendition of the front head partition. 

2.5 Design Summary 

Table 1 provides the design summary of both the thermal and mechanical design. 

Thermal Design 

Parameters Equation used Values 

Log Mean Temperature 

Difference (LMTD) 

3 53.53 OC 
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Corrected LMTD 3 51.40 OC 

Tube-side Reynolds number 9 54,432 

Tube-side transfer surface area 5 0.718 m2 

Tube-side mass velocity 8 2707.13 Kg/m2s 

Tube-side film heat transfer 

coefficient 

10 10, 198.75 W/m2 

Shell-side mass velocity 12 164.05 Kg/m2s 

Shell-side film heat transfer 

coefficient 

15 2599.5 W/m2 K 

 

Clean overall heat transfer 

coefficient 

17 2010.1164 W/m2 K 

Fouling resistance 18 0.0000025164 m2 K/W 

Tube-side pressure drop 21 85.191 kPa 

Shell-side pressure drop 22 27.5 kPa 

Heat load 1 73.185 kW 

Internal flow area per tube 6 6.464 × 10-4 m2 

Shell-side flow area 11 3.048 × 10-3 m2 

 

Mechanical Design 

Parameters Equation used Values 

Design pressure 23 80.61 kPa 

Tubesheet thickness 25 2 mm 

Shell wall thickness 24 5 mm 

Number of tubes 5 12 

Thickness of tube   1.2446 m 

Baffle spacing  8 cm 

Design Temperature   110 OC 

Number of Baffles   12 

 

2.6 Fabrication 

After the completion of the mechanical design, the fabrication drawings were used to construct 

the heat exchangers. The process of fabrication, involved several processes such as:  

I. Measurement of materials 

II. Cutting of sheet metals and shell tubes 

III. Brazing of copper tubes to the tubesheet 

IV. Welding of components 

V. Assembly of components using mechanical fasteners 

VI. Painting 
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Figure 7: Flange welding to front head and shell in progress. 

 

 

Figure 8: Completely fabricated and painted shell and tube heat exchanger. 

 

3. Results and Discussions 

The shell and tube heat exchanger was designed and fabricated to be used in laboratory 

experiments in tertiary institutions for thermal power and heat transfer courses. The heat 

exchanger is easy and safe to operate. It is also compact and has mounting brackets which make 

them easy to mount on a skid and to reposition to choice locations. 

One prolific feature of the design is the use of copper tubes as tube material. [19] Fabricated the 

tubes of a heat exchanger using SA-179 carbon steel finned tubes because of cost implication 

while [18] used stainless steel because of the purpose of the heat exchanger in condensing 

drinking water. While the choice of the number of tubes for this design is 12 as gotten from the 
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thermal design, the number of  tubes used ranges from 2 [18] to 1782 [19]. The length of the 

copper tubes used was 1000 mm. [18] used length of 400 mm, while [14] used tube length of 

10,000 mm. 

During the performance test of the shell and tube heat exchanger, experiments were carried out 

with different mass flow rates. An average flow rate of 1.0316 kg/s with temperature of 20˚C of 

water was passed through the tube-side inlet. This was similar to [11] that passed water of 15˚C 

at 2.58 kg/s. 

 

3.1 Water Retention Apparatus 

For there to be efficient exchange of heat between the both streams of fluid, it is necessary for 

both streams to be in thermal contact for a considerable period of time. To achieve this, Pascal’s 

law which states that pressure applied to an enclosed fluid will be transmitted without a change 

in magnitude to every point of the fluid and to the walls of the container was applied. The 

pressure at any point in the fluid is equal in all directions [29, 31]. 

To achieve this, a water retention mechanism was designed using PVC pipes and 90˚ bend 

connectors to form a U-shaped apparatus as shown in Figure 9. 

 

  

Figure 9: Fabricated Heat exchanger with water retention apparatus incorporated.  

4. Conclusion 

This paper has presented a study on the design and fabrication of a shell and tube heat exchanger 

(STHE) for laboratory experiments in Nigerian tertiary institutions. After an extensive literature 

review and study of past similar works, a detailed thermal design using the Kern’s approach was 

adopted for the thermal design of the heat exchanger. Thereafter, a mechanical design was 

carried out using the TEMA standards and the ASME BPVC. Thereafter, Dassault systemes 

SOLIDWORKS was used to model the heat exchanger before its fabrication. Testing of the heat 

exchanger was successfully carried out; however, the results are beyond the scope of this work. 
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A water retention mechanism was designed using PVC pipes and 90˚ bend connectors to form a 

U-shaped apparatus to ensure efficient exchange of heat between the both streams of fluid. 

Nomenclature 

𝑄   The heat flow rate 

𝐹𝑇  LMTD correction factor 

LMTD Logarithmic Mean Temperature Difference (LMTD) 

𝑈𝐷  Assumed overall heat transfer coefficient 

𝐴   Tube heat transfer surface area 

𝑁𝑡  The number of tubes       

𝐿     Length of tubes 

𝑎"   The total external surface per tube 

 𝐺𝑇  Tube side mass velocity 

 𝑎𝑡   Internal flow area for the tube side 

 𝜌    Water density 

  𝜇   Dynamic viscosity of the fluid at caloric temperature 

 𝑑𝑖    Internal diameter of tubes 

𝑅𝑒𝑡  Tube side Reynolds number                                    

ℎ𝑖𝑜   Corrected tube-side film heat transfer 

ℎ𝑖     Tube-side film heat transfer coefficient 

𝐼𝐷    Internal diameter of tube 

𝑂𝐷   Outer diameter of tube 

𝑃𝑇     Tube pitch 

𝐵      Baffle Spacing  

𝑎𝑠     Shell side flow area   

 ∅𝑠     Shell side viscosity ratio 

𝑓       Friction factor 

𝑁       Number of baffles 

𝑛        Number of tube passes 

𝑔′       Acceleration due to gravity 
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𝑠       Specific gravity 

∅𝑡     Tube side viscosity ratio 

𝐶′      Adjacent tube clearance                                       

 𝑣𝑠     Shell side velocity 

 𝐷𝑒      Shell equivalent diameter 

 𝑅𝑒𝑠   Shell side Reynolds number 

 𝐺𝑠     Shell side mass velocity 

  ℎ𝑜    Shell-side film heat transfer coefficient 

  𝑗𝐻     Dimensionless heat transfer factor  

 𝑈𝐶       Clean overall heat transfer coefficient 

 ∆𝑝𝑡      Pressure due to friction 

 ∆𝑝𝑟      Return loss 

∆𝑝𝑇    Total pressure drop 
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Appendix 

A.1  LMTD correction factors for 1-2 heat exchangers 

 

Source: [24] 
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A.2  Heat exchanger and condenser tube data. 

 

Source: [24] 

 A.3   Tube-side water-heat-transfer curve 

 

Source: [26] 
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A.4 Shell-side heat transfer curve for bundles with 25% cut segmental baffles 

 

Source: [25] 
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Abstract 

Due to the ongoing control on emission levels and increase in fuel prices in many countries, it has become imperative 

for vehicle manufacturers to develop more fuel efficient drivetrain technologies. Hybrid electric vehicles are viewed 

as short- to mid-term solutions for reducing emissions and fuel consumption while maintaining vehicle performance. 

This paper presents a design of a UFAA-19 Series Hybrid Electric Vehicle to reduce the dependency on fossil fuels in 

Nigeria. A CAD model of the hybrid system was developed, afterwards, static and dynamic analyses were then carried 

out. Mild steel was the material used for the design and simulation of the model. The results from the static analysis 

showed that the model was stressed within permissible limits. The dynamic analysis showed that a 750W BLDC motor 

was sufficient for providing the low-speed torque for the mini hybrid system. The vehicle reached speeds of up to 

17km/hr. Results also showed that an IC engine rated at 3.5kW would provide sufficient power for the system to reach 

up to speeds of 70km/hr. The hybridization factor for the system was found to be 17.6% which makes it a mild hybrid 

vehicle. 
 

Keywords: Hybrid vehicle, emission, modelling UFAA, Dynamic, Static 
 

1. Introduction 

With the introduction and widespread adoption of Nicolas Otto’s Internal Combustion Engine for 

use in vehicles, air pollution from exhaust became a problem as harmful amounts of carbon 

monoxide and carbon dioxide were released into the atmosphere as well as smog [1]. In the world 

currently, 60% of CO emissions, 50% of NO emissions, and 30% of HC emissions are caused by 

automobiles [2].To address the issue, automakers are being forced to shift a portion of their 

production from internal combustion engines to hybrid systems or pure electric vehicles. An 

electric vehicle that has zero fossil fuel by-products, also known as Zero-Emission Vehicles 

(ZEV), will provide a solution to this problem; however, the energy capacity and weights of 

electric batteries are still insufficient for replacements of internal combustion engines. The hybrid 

system is thus viewed as a suitable alternative. 

Hybrid electric vehicles, HEVs, according to the International Electrotechnical Commission, are 

vehicles with propulsion energy from two or more sources, stores, or power converters and have 

at least one that's converted directly to electrical energy. Based on this definition, HEVs could be 

classified based on their source of power as battery and gasoline ICE, battery and diesel ICE, 

battery and capacitors, and battery and flywheel [3]. This definition of HEVs is generally not 

accepted by ordinary people and as such a more suitable definition is required. 

A hybrid vehicle combines more than one power source. It most commonly refers to vehicles that 

use both an internal combustion engine and an electrically powered motor, a Hybrid Electric 

Vehicle (HEV). HEVs can perform at least one of the following functions: 

http://www.nipesjournals.org.ng/
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• engine idle start and stop 

• energy recuperation (regenerative braking) 

• electric torque assist 

• electric driving 

• battery charging (from the drive) 

• battery charging (from the grid) 

The emissions of Hybrid Electric Vehicles (HEVs) are generously less when contrasted with that 

of the Internal Combustion Engine Vehicles (ICEVs). Significant advantages of HEVs over ICEVs 

include better mileage, high efficiency, and improved productivity, less reliance on petroleum, 

reduced pollution because of the halfway or complete traction given by the electric motors. 

The components providing a pathway for mechanical power in hybrid vehicles include the internal 

combustion engine, the transmission, the drivetrain, electric motors, and the alternator. For 

electrical power, we have the battery packs, the electric motors, the alternator, and the bidirectional 

power converter. Based on the arrangements of these components, HEVs can be classified into 

Series Hybrids, Parallel or Series-Parallel Hybrids, and Complex Hybrids (CHEV). [4]. 

Hybridization of an electric vehicle is the degree to which the vehicle's power is being assisted 

by a secondary power source such as an ICE. Hybridization factor is a measure of this power 

assist. It is represented as the ratio between the electric motor power and the sum of the total 

power input to the vehicle. It can be expressed mathematically as: 

𝐻𝑦𝑏𝑟𝑖𝑑𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟, 𝐻𝐹 =
𝑀𝑜𝑡𝑜𝑟 𝑝𝑜𝑤𝑒𝑟

𝑀𝑜𝑡𝑜𝑟 𝑝𝑜𝑤𝑒𝑟 + 𝐸𝑛𝑔𝑖𝑛𝑒 𝑝𝑜𝑤𝑒𝑟
 (1)  

 

A summary of the different characteristics of the different classes of hybrid electric vehicles by 

hybridization degree is presented in  Table 1. 

Table 1: Comparison of different HEVs by the degree of hybridization 

Hybrid Type Micro Hybrids Mild Hybrids Full Hybrids 

IC engine Conventional Downsized Downsized 

Motor power 3 to 5kW 7 to 15kW 30 to 50kW 

Motor voltage 12V 60 to 200V 200 to 600V 

Hybridization factor < 10% 10 to 30% > 40% 

Energy saving 5 to 10% 20 to 30% 30 to 50% 

Functions Idle start/stop 
Regenerative braking 
Accessory powering 

Idle start/stop 
Regenerative braking 
Torque assist 

Idle start/stop 
Regenerative braking 
Electric traction 

Relative cost Low Medium High 

Example Mercedes Smart Honda Civic Toyota Prius 
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Modern HEVs use efficiency-enhancing technologies like regenerative breaking where the 

vehicle’s kinetic energy is converted to electric energy to charge batteries as opposed to heat 

energy as seen in conventional brakes. Many HEVs shut down the ICE at idle and at low speeds 

restarting it when necessary reducing idle emissions; this is called a start-stop system. Also, as 

HEVs have smaller engines than ICEVs the gear ratio can be adjusted for maximum efficiency to 

further improve economic fuel usage [5]. 

1.2 Vehicle Dynamics 

The free-body diagram of a vehicle accelerating up an inclination is as shown in Figure 1. 

The diagram shows the vehicle accelerating with an instantaneous velocity, V, up a slope, 𝜃, 

against a wind velocity, Vw. From Newton’s second law of motion, the net force exerted on the 

vehicle is equal to the product of its mass and acceleration. 

𝐹𝑡 − ∑ 𝐹𝑟 = 𝑓𝑚𝑀 ∝ 

Where Ft = Traction force acting on the vehicle 

            ΣFr = Sum of all the resisting forces (drag, frictional and component of the vehicle’s weight 

in its direction motion) 

            M = Overall mass of the vehicle 

          𝛼 = Acceleration of the vehicle 

          fm = mass factor for converting the rotational mass of the rotating components into 

translating mass 

∑ 𝐹𝑟 = 𝐹𝐷 + 𝐹𝑓 + 𝑀𝑔 sin 𝜃 

=
1

2
𝜌𝐴𝐶𝑑(𝑉 − 𝑉𝑤)2 + 𝑀𝑔𝐶𝑟𝑟 cos 𝜃 + 𝑀𝑔 sin 𝜃 

Where A = Frontal area of the vehicle 

 ρ = Density of air 

 Cd = Drag coefficient 

 Crr = Coefficient of rolling resistance 

The total propulsion force is then given by 

⇒ 𝑇𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑓𝑜𝑟𝑐𝑒, 𝐹𝑡 = 𝑓𝑚𝑀

∝ +
1

2
𝜌𝐴𝐶𝑑(𝑉 − 𝑉𝑤)2 + 𝑀𝑔𝐶𝑟𝑟 cos 𝜃 + 𝑀𝑔 sin 𝜃 

(2) 

The power required to drive the vehicle at a speed, V, is given by the 

Figure 1: Free body diagram of a vehicle accelerating up an inclination 
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𝑃𝑜𝑤𝑒𝑟, 𝑃 = 𝐹𝑟 × 𝑉 = 𝑓𝑚𝑀 ∝ 𝑉 +
1

2
𝜌𝐴𝐶𝑑𝑉(𝑉 − 𝑉𝑤)2 + 𝑀𝑔𝑉𝐶𝑟𝑟 cos 𝜃 + 𝑀𝑔𝑉 sin 𝜃 

 

1.3 Literature Review 

Balasubramani N. et al. designed and fabricated a two-wheeler hybrid electric system and studied 

its performance characteristics. The two-wheeler vehicle was powered in the front by an electric 

motor which was the hub motor and in the back by an IC engine. They tested the system in 3 

modes; engine mode, electric mode, and hybrid mode, and compared the results with that gotten 

from a conventional two-wheeler system. They found out that the system gives twice the mileage 

as a conventional vehicle when the electric motor was used at start-up for generating high torque 

and the IC engine for sustaining the cruising speed. They also found out the hybrid system emitted 

50% less pollution [6]. 

Grundit E. et al. modelled and simulated a series hybrid car, Smarter, using the 

MATLAB/Simulink graphical modelling software for competing in the 2009 Shell Eco-marathon 

competition. They varied the components of the drivetrain and investigated its effect on fuel 

efficiency. Although the model was never verified with a physical model, they found out that the 

car, Smarter, would cover 255km per litre of fuel and place 10th in the competition. They however 

discovered that further modification of the drivetrain parameters yielded little change in the 

vehicle’s fuel efficiency and suggested that the parallel hybrid system be investigated [7]. 

Chuddy et al. carried out a study on the performance of a parallel and series hybrid system using 

a flexible Advanced Vehicle Simulator (ADVISOR). They studied the fuel economy of the two IC 

systems working independently and compared that with the savings from the parallel and series 

systems. The fuel economy was found to be 24% better than the IC engine running alone and 4% 

better than the series hybrid system [8]. 

Lukic et al. presented a study on the effect of hybridization on the fuel economy and dynamic 

performance of a vehicle. They studied the 3 different hybrid classes; micro, mild and full hybrid 

system for a conventional passenger vehicle. Their studies show that an acceptable level of fuel 

economy at a low price can be provided for by vehicles with a low hybridization factor. They also 

found out the optimum level of hybridization ranges between 30 to 50% and depends on the power 

requirement of the vehicle [9]. 

Kwasi-Effah et al. carried out a study on the fuel savings from a hybrid electric vehicle. They 

created a MATLAB/Simulink model of the hybrid system based off on the Toyota Prius series-

hybrid vehicle. The fuel consumption of the model was studied when it was subjected to the Urban 

Dynamometer Driving Schedule (UDDS) and the Highway Fuel Economy Test (HWFET) drive 

cycle data. They found out that the vehicular emission for the series-parallel system reduced by 

over 60% with emissions of 75g/km for CO2, 0.096g/km for HC, 1.362g/km for CO, and 

0.066g/km for NOx [10, 11, 12]. 

Ceraolo M. et al. studied the problem of optimizing energy consumed by a hybrid system while 

considering two drivetrain configurations: the series and parallel drivetrains. For each 

configuration, the effect of the functions of different management strategies was considered (full 
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electric drive, plug-in capabilities, etc.). They found out that the parallel hybrid system was 

superior to the series hybrid system [13, 14, 15]. 

2. Methodology 

The model considered in this work was based on a go-kart. These are small open-wheeled 

suspension-less vehicles that are usually used for racing (karting). A conventional go-kart has 5 

components: Chassis, steering system, power system, drivetrain, and braking system. 

2.1 Conceptual Design 

Vidyanandan, K V. [12] presented the different drivetrain configurations for hybrid vehicles. The 

concept chosen for this project was based off on the parallel hybrid drivetrain configuration. This 

configuration was chosen as opposed to the simpler series hybrid drivetrain because of the 

following reasons: 

1. Compact design 

2. High efficiency 

3. Low cost 

4. Low power requirements (i.e. smaller battery packs) 

The low cost of the parallel hybrid drivetrain is due to the fewer number of components (when 

compared with the series-parallel and complex drivetrains) and their relatively small sizes (when 

compared with the series drivetrain). One of the reasons for this is due to the recycling of their 

motor for regenerative braking. We decided to capitalize on this and went with the conventional 

hybrid design as opposed to the plug-in hybrid design. Thus, we rely solely on regenerative braking 

to charge for batteries as well as the torque from the IC engine during the vehicle’s cruising speed. 

Since the target vehicle for this project is a go-kart, the rear-wheel-drive transmission system was 

chosen. Rear-wheel drive systems are favoured by racing cars of which a go-kart is one. As earlier 

stated, go-karts, aside from those used for recreational purposes, are usually designed for racing 

(karting). 

In summary, the conceptual design we went with was that for a conventional parallel hybrid 

electric vehicle 

2.2 Design Specification 

We wanted to build a simple but practical model of the parallel hybrid go-kart with the following 

specifications 

1. Lightweight for better mobility 

2. Low power requirement 

3. Low cost 

4. Durable 

We were looking at reaching speeds up to 70km/hr (19.4m/s) with the mass of the system (kart 

and driver) not exceeding 180kg. 

2.2.1 Preliminary Analysis 
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In other to proceed with a detailed design of the system, a preliminary analysis is presented below 

which would serve as the minimum specification for the kart. This section aims to estimate the 

minimum power needed by the electric motor in other to propel the kart. 

2.2.1.1 Assumptions 

1. The effect of drag is neglected 

2. The kart is assumed to move through still air 

3. The body is assumed to be a point mass 

2.2.1.2 Parameters 

Vehicle mass (kart + driver), M = 180kg 

Top speed for EM, V = 15km/hr (4.12m/s)  

Acceleration time, t = 10s 

Maximum incline angle, 𝜃 = 2 ֯ 
Working surface = concrete 

Coefficient of rolling resistance, Crr = 0.01 

2.2.1.3 Calculations 

From equation 1.2, neglecting air drag, the traction force is given by 

𝐹𝑡 = 𝑀 ∝ +𝑀𝑔𝐶𝑟𝑟 cos 𝜃 + 𝑀𝑔 sin 𝜃 

From the kinematic equations of motion, 

𝐴𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛, ∝=
∆𝑉

𝑡
 

∴ 𝑇𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑓𝑜𝑟𝑐𝑒, 𝐹𝑡 = 𝑀 (
𝑉

𝑡
+ 𝑔𝐶𝑟𝑟 cos 𝜃 + 𝑔 sin 𝜃) 

= 180 (
4.12

10
+ 9.81 × 0.01 × cos 2° + 9.81 × sin 2°) 

∴ 𝑇𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑓𝑜𝑟𝑐𝑒, 𝐹𝑡 = 154.3𝑁 

The power required to sustain this speed by the EM is given by 

𝑃𝑜𝑤𝑒𝑟, 𝑃 =  𝐹𝑡 × 𝑉 

= 154.3 × 4.12 

⇒ 𝑃𝑜𝑤𝑒𝑟 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑, 𝑃 = 643𝑊 

Therefore, the least rating for the electric motor should be 643W. This also sets the limit of the 

value for the rating of the IC engine to be used for the mini hybrid system. 

2.3 Detailed Design 

The goal in this section is to present the processes and analysis carried out in creating the form 

representing the mini hybrid system. It also entails the details carried out in sizing some of the 

critical components of the system. A CAD model of the mini hybrid system was created in 

Solidworks 2018. Mathematical models representing some of the dynamic systems of the model 

were created and simulated in Simulink. Mild steel was chosen as the material for the design and 

analysis. This is due to its high strength, availability and low cost. The material properties of mild 

steel are shown in Appendix A1. 

2.3.1 Design of Static Components 
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The static components of the go-kart design are the front and rear chassis. The type of chassis that 

we went with was the open chassis design. This is because this type of kart design offers the least 

drag due to its low frontal area. Also, it has a good combination of simplicity and strength. The 

kart design was based off on the fixed axle go kart plans from KartFab.com. The two parts of the 

chassis were connected by hinges. 

The front chassis of the go-kart provides support for the driver, the front axle and the steering 

system. The rear chassis houses the propulsion system and the rear shaft. The kart chassis were 

separated into these two compartments in other to isolate the propulsion system, which is the most 

critical system, from the rest components of the kart. 

The strength was the most important criterion considered during the design of the kart. Also, the 

system was designed so that the number of weld joints would be kept to a minimum. This is to 

reduce the site of stress concentrations. 

2.3.2 Design of Dynamic Components 

The dynamic components of the go-kart are the steering system and the electrical and IC 

propulsion systems. 

2.3.2.1 Steering System 

The Ackermann steering geometry was employed for the steering system. This was achieved with 

the help of a four-bar mechanical linkage consisting of a track rod, a tie rod, steering column and 

front axle. The steering column transfers the angular rotation of the steering to the pitman arm at 

its base. The tie rod forms a connection between the steering column and one of the front axles. It 

transmits the angular rotation of the steering column to the axle. The two front axles are connected 

by the track rod which enables the axles to rotate together. 

 

 

 

 

Figure 2: CAD model of front and rear chassis 
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Figure 3: CAD model of the steering system 

 

2.3.2.2 Electrical Propulsion System 

From the results of the preliminary analysis, it can be seen that the rating of the electric motor 

should be greater than 643W. A 760W BLDC motor was selected for the hybrid system. In other 

to properly size the batteries, a simulation was carried out in the Simscape workspace of Mathlab. 

The schematic for the model is as shown in Figure 4. 

 

 
Figure 4: Model of the Vehicle showing the Electrical drivetrain 
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A breakdown of the different components of the model is presented as follows: 

 

1. Drive Cycle:  

This block generates a standard or user-specified longitudinal drive cycle. 

The block output is the vehicle longitudinal speed. This model makes use of 

the FTP75 drive cycle. 

 

2. Longitudinal Driver: 

This is a parametric longitudinal speed tracking controller for generating 

normalized acceleration and braking commands based on reference and 

feedback velocities. 

 

3. Electric Drivetrain: 

This subsystem handles translating the acceleration and brake signals from 

the driver and translating that to mechanical torque signals to the vehicle.  

 

 

4. Wheel And Drive Assembly: 

This contains the components that model the vehicle’s body and the wheels.  

 

 

5. Battery Subsystem: 

This subsystem models the battery. Discharge, State of Charge, current and 

voltage values can be simulated with the input signal from the H-Bridge. 

 

6. Scopes:  

These are placed with the components to monitor the values and plot a graph 

of these against time. The scopes in this system monitor the vehicle’s speed, 

distance travelled, and the battery’s state of charge, voltage and current. 

 

2.3.2.2 Working of the System 

Reading off velocity values from the drive cycle input, the longitudinal driver sends either an 

acceleration signal or a brake signal to the drivetrain. This gets converted by the H-Bridge block 

to a Pulse-Width Modulated (PWM) voltage signal which is to be applied across the motor’s 

terminals. 

This output signal from the H-Bridge is first fed to the battery where the appropriate voltage, 

current and state of charge changes are applied. Then a lead from the battery supplies power to the 

DC Motor in the drivetrain.  
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The motor, once excited, applies a torque to the rear shaft of the vehicle through a chain drive 

(sprocket and chain) where a reduction ratio of 37:14 is applied. This torque on the shaft moves 

the rear wheels and the vehicle body. The velocity of the vehicle is measured and fed back to the 

longitudinal driver forming a closed-loop control system. 

2.3.2.3 IC Propulsion System 

Once the rating of the electric propulsion system was determined, an IC engine was selected based 

on vehicle rating proposed vehicle top speed. A Simulink model was created, and the ratings of 

the IC engine was varied.  

2.4 Detailed Drawing 

 
Figure 6: 3D model of the mini hybrid system showing its BOM 

Figure 5: Model of the Vehicle showing the mechanical drivetrain 
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Figure 7: Detailed drawing of the mini hybrid electric vehicle 
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3.0. Results and Discussion 

3.1 Static Analysis 

Table 1: Summary of the simulated frame 

Maximum Deformation 0.36925mm 
Maximum equivalent stress 28.416MPa 

Figure 8: Constraints and loading for frame analysis 

Figure 9: Total deformation and equivalent stress results for frame analysis 

Figure 10: Constraints and loading for rear shaft analysis 
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Maximum deformation 1.8256mm 

Equivalent stress 227.53MPa 

Maximum shear stress 6.997Mpa 

 

From Figure 11, maximum deformation occurs in the driver’s seat. Also, maximum Von Mises 

stress would occur in the front chassis close to the left housing for the front axle. It can also be 

seen that the maximum stress (28.4MPa) induced in the model didn’t exceed the yield stress for 

its material (370MPa). This implies that the chassis would be able to withstand the loads imposed 

on it. 

Figure 12: Equivalent stress and shear stress results for the rear shaft analysis 

Table 2: Summary of simulation results for rear shaft analysis 

 

Figure 11: Graph of deformation along the rear shaft 
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From Figure 12, the maximum deformation occurs at the centre of the rear shaft. Also, the 

maximum equivalent and shear stresses induced in the shaft are less than the yield tensile stress 

(370MPa) and shear strength (80GPa) for mild steel. This maximum stress occurs at the corner of 

the shaft close to the IC engine. The reason for this is because the corner is a sharp edge that tends 

to build up stresses (has high-stress concentrations) when the model is subjected to a deforming 

load. 

3.2 Dynamic Analysis 

Table 3: Summary of fuel consumption and max. speed for different IC engine 

 

Power (kW) Max Speed (m/s) Fuel Consumption (x 10-4kg) 

0.75 14.35 3.5098 

1.00 14.35 3.5098 

1.50 14.35 4.0759 

2.00 14.39 4.4342 

2.50 16.36 4.7019 

Figure 13: Reference and actual velocity (km/hr) of the vehicle based off the FTP75 drive cycle running on electric propulsion alone 

Figure 14: Graphs of battery SOC (%) and distance (m) against time for the hybrid system running on electric propulsion alone 
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From Figure 14, the vehicle developed a top speed of 17km/hr while running on electrical 

propulsion alone which is consistent with the preliminary analysis presented in section 2.2.1.2. 

Also, the vehicle covered 16000m during its motion while attaining a SOC of 40% at the end as 

shown in Figure 15. 

Table 3 shows the result from the analysis of the hybrid system running on IC propulsion alone 

for different engine power ratings. It can be seen that an engine with a rating of 3.5KW would 

satisfy our requirements for the engine speed. The dynamic characteristics of the vehicle, when 

powered by this engine, is as shown in Figures 15 and 16. 

 

3.00 18.05 4.907 

3.50 19.52 5.060 

Figure 15: Reference and actual velocity response for the hybrid system running on the 3.5KW engine alone 

Figure 16: Graphs of fuel consumption (kg) and distance covered (m) vs time (s) for the hybrid system running on the 3.5KW engine alone 
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3.3 System Analysis 

From Equation1, the hybridization factor, HF, is given by 

𝐻𝑦𝑏𝑟𝑖𝑑𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟, 𝐻𝐹 =
𝑀𝑜𝑡𝑜𝑟 𝑝𝑜𝑤𝑒𝑟

𝑀𝑜𝑡𝑜𝑟 𝑝𝑜𝑤𝑒𝑟 + 𝐸𝑛𝑔𝑖𝑛𝑒 𝑝𝑜𝑤𝑒𝑟
 

From the analysis presented above 

 Motor power = 0.75kW 

 Engine power = 3.5kW 

𝐻𝐹 =
0.75

0.75 + 3.5
 

= 17.6% 

⇒ 𝑯𝒚𝒃𝒓𝒊𝒅𝒊𝒛𝒂𝒕𝒊𝒐𝒏 𝒇𝒂𝒄𝒕𝒐𝒓  𝑯𝑭 = 𝟏𝟕. 𝟔% 

Since the hybridization factor is greater than 10% but less than 30%, as shown in Table 1, the mini 

hybrid system is a mild hybrid vehicle. 

 

4. Conclusion 

A 3D representation of the mini hybrid system was created in Solidworks. Static and dynamic 

analysis of the computer model was carried out in Ansys and Simulink respectively and the results 

were presented in their respective sections. 

Overall, it was found that the chassis and the rear shaft were stressed within acceptable limits. A 

750W BLDC motor was shown to be feasible for providing the low-speed torque with the vehicle 

reaching up to speeds of 17km/hr. It was also shown that a 3.5kW IC engine would be feasible 

for the high-speed requirements of the vehicle which was found to be 70km/hr. The system was 

found to be a mild hybrid vehicle with a hybridization factor of 17.6%. 

4.1 Recommendations 

1. The results from the simulation should be validated by building a physical model based on 

the specifications provided above and running it on a standard track with the FTP-75 as the 

reference drive cycle. 

2. The fuel savings and overall efficiency of the hybrid should be determined and compared 

with that for the IC system working alone. 

3. More complex systems like the series-parallel hybrid and the complex hybrid vehicles 

should be studied and compared with results from this study. 

4. A stronger but lighter material other than mild steel should be investigated
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Nomenclature 
CAD Computer-Aided Design 

HEV Hybrid Electric Vehicle 
ZEV Zero-Emission Vehicles 
HC Hydrocarbon 
ICEV Internal Combustion Engine Vehicles 
ICE Internal Combustion Engines 
IC Internal Combustion 
HF Hybridization Factor 
SOC State of Charge 
AC Alternating Current 
DC Direct Current 
BLDC Brushless DC 
UDDS Urban Dynamometer Driving Schedule 
HWFET Highway Fuel Economy Test 
EM Electric Motor 
PWM Pulse Width Modulation 
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Appendix 

 

Table A1. Material properties for mild steel 

Chemical 
composition 

Carbon, C 0.14 - 0.20% 

Iron, Fe 98.81 – 99.26% 

Manganese, Mn 0.60 – 0.90% 

Phosphorus, P ≤ 0.040% 

Sulphur, S ≤ 0.050% 

Density 7.87 x 105 kg/m3 

Ultimate tensile strength 440Mpa 

Yield tensile strength 370Mpa 

Modulus of elasticity 205Gpa 

Bulk modulus 140Gpa 

Poisson ratio 0.290 

Shear modulus 80Gpa 
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Abstract 
Traditional sieving of dewatered cassava mash (DCM) using plant, synthetic or metallic material as the sieving surface 

with the arbitrary aperture fixed by the local developers and to be used with the awkward posture of processors, 

produces poor results as the sieving process exposes the users to musculoskeletal discomfort affecting their back, neck, 

shoulder and arm during the sieving process. Other factors that affect the sieving process besides the arbitrary fixing 

of the aperture, include lack of consideration of ergonomic and anthropometry of the user groups in the sieve 

development. To address this anomaly, this paper focuses on developing an improved dewatered cassava mash sieving 

machine incorporating ergonomic and anthropometric data of user groups as well as a modified sieve aperture. The 

machine was evaluated with respect to throughput capacity and exposure to musculoskeletal discomfort. The result 

showed an increase in throughput capacity from 35 to 59kg/h with a decrease in exposure to musculoskeletal discomfort 

from 66% to 47%. Adopting this improved machine will improve the livelihood of cassava farmers in this unit operation 

and add to a systematic change in sustainable development and ecologically smart future 

 

Keywords: 

Traditional sieve, ergonomic consideration, sieving posture, improved sieve, reduction in discomfort

 

1. Introduction 

Cassava is a popular food item in Africa and one among the unpreserved tubers, deteriorating within 

two days once harvested [1]. Additionally, the tubers need to have the cyanogenic glucocides 

reduced to a level which is acceptable and safe for consumption [2,3]. For these reasons, cassava is 

usually sold in processed form as garri, cassava bread, farinha, etc. [4,5]. When harvested, cassava 

undergoes the processes of peeling, washing, grating, fermentation and dewatering; the resulting 

cassava mash is a conglomeration of bonded particles. Sieving is carried out not only to reduce the 

dewatered mash into fine particles (undersize) which drifts through the sieve, but to also separate 

the coarse particles (oversize) which are removed after a cycle of sieving [1]. 
 

[2], showed that sieving process will involve the breaking of cassava mash lump if it were to consist 

only of the starchy flesh and also if grating efficiency were to be close to hundred percent (100%). 

Unfortunately, this ideal situation is not attainable due to the inefficiency of the grating system.  

Besides, cassava tuber consists of the central vascular fibre as expressed in Figure 1 

 

 

 

 

                      

         

                  Figure 1: Cross Section of Unpeeled Cassava Tuber (Source: [2])               

[6], found that this separation creates uniformity in particle size which is important because it 

enhances uniform garri frying of individual particles during the frying operation especially as 

smaller particles take less time and energy to fry. 

 Periderm  
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 Cortex 
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[7],[8],[9] and [10] from their research showed that traditional sieve users are at high risk of 

developing musculoskeletal disorders with time as they are exposed to a discomfort level of 66% 

on quick ergonomic checklist rating and production losses as the process consumes time. [11],[12] 

and [7] reported that sieving process is currently carried out manually using the traditional sieve 

made of raffia plant with highlighted problem of drudgery, ergonomic challenges, high energy and 

time input.  A few motorized sieving machines according to [13] and [14] developed to address the 

problems of sieving are still under trial. It has also been shown [7] that designing a sieve for cassava 

processing without adequate consideration to mesh number and aperture has resulted to the 

discomfort of the processors particularly in traditional method of sieving and hence has modified 

the current sieve aperture from the 2.87 average to 5mm with positive results. 

 [15] in their research on anthropometry of processors for ergonomically designing of improved 

dewatered cassava mash (DCM) sieving machine subjected important body parts necessary for 

adjustment of the traditional sieving process for improvement to measurement. The following 

results on the parameters measured for the 5th, 50th and 95th percentile of the generated data were: 

elbow height sitting (D) of 15.00, 19.23 and 22.67; lower leg length (E) of 38.80, 44.03 and 48.87, 

elbow to fingertip (F) of 38.27, 48.23 and 52.43; thigh clearance (H) of 9.83, 13.17 and 18.00; hip 

breadth (J) of 28.33, 32.83 and 42, respectively in centimeters. They recommended that the 

following ergonomic dimensions: 72cm for machine height, 53 cm for machine width, 68cm for 

machine length, and a sitting range of 36-50 cm will yield a more comfortable posture for 

developing an improve sieving machine. It is the objective of this research to develop a manual 

improved dewatered cassava (DCM) sieving machine using ergonomic and anthropometric data of 

the user groups. 

2. Methodology 

The manual sieving machine was conceptualized (Figure 2) and consisted of the following parts:  

 platform hopper, DCM sieving platform, platform auxiliary components; frame and support. 

During sieving process, the processor loads about 10kg of DCM into the platform hopper (item 1) 

in Figure 2. With item 2 (access to DCM) he picks bits of DCM and sieves on the sieving platform 

(item 3) without bending down each time. The overflow is pushed into the oversize entrance (item 

4) while the undersize passes through to undersize chamber (item 5). The undersize are collected at 

the undersize exit (item 6) while the oversize are collected at the oversize exit (item 7). The process 

is repeated when the load on item 1 (the platform hopper) is exhausted. 

 

 

Figure 2: Operating concept of the manual sieving machine 

2.1 The platform hopper  
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The platform hopper was made of galvanized metal formed into a trapezoidal shape welded to a 

square base frame and screwed onto the sieving platform.  

2.12 The DCM sieving platform 

The DCM sieving platform consists of a sieve made of perforated round hole of 5 mm diameter [8], 

welded to a frame of 25.4 mm angle iron of dimension 68 x 53 cm. A 10 mm steel rod was welded 

length and crosswise to the angle iron to support and prevent the sieve from the effect of compressive 

force during sieving process.  
 

2.13 Platform auxiliary components 

The platform auxiliary components are the part that receives the sieved DCM and transfers to exit 

terminals and includes the undersize collector chamber/exit compartment and the oversize entrance 

and exit compartment. Both compartments were made of 1 mm galvanized metal with undersize 

collector chamber/exit compartment tilted to 42o angle of repose and welded to the four leg supports 

and covered on top by the DCM sieving platform.   
 

2.14  The Frame Support 

The frame support consists of four angle iron of length 72 cm each. It provided the base upon which 

the DCM sieving platform and the auxiliary compartments were welded to. The dimension for 

building the machine was derived from [15] and shown in Table 1. 
 

Table 1: Recommended dimension for developing the improved DCM sieve 

Machine parts to 
be dimensioned  

Processor’s parts 
singly or combined 

measured 

Designed dimension (cm) 
Established 

Dimension source 

Sitting height Lower leg length 
E 

An adjustable seat of height      range 
(35 – 50)  

5th percentile men– 95th 
percentile women zone B 

Task height hp Lower leg length + 
Elbow height 
sitting (E + D) 

 

72 

95th percentile E (women) + 95th 
percentile D (men) zone B 

Machine width 
Wp 

Elbow to fingertip 
(F) 

 

53 

95th percentile F (women) Zone C 

Machine length 
Lp 

Hip breadth 
 J x 2 

 

68 

50th percentile Jx2, women zone 
B 

Leg entrance he E+ H  64 50th percentile E  and 95th H (men) 
Zone C. 

Collector 
chamber hc 

hc = D – H  

16 

95th percentile D (Female) zone A 
– 5th percentile H (male) Zone C 

Source: [15] 

2.2 Design Consideration 

The following ergonomic design consideration was made based on the concept in Figure 2: 

1. The user’s back was designed to be at neutral position while performing the sieving task 

instead of being in the bent posture of the traditional sieving process to prevent induced 

stress. 

2. Shoulder/arm was designed to be at neutral position, as it rest at an angle of 90o on the 

sieving platform to keep the back at the neutral position. 

3. The hopper was on the platform for easy access to DCM without bending at the end of each 

sieving cycle. 
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4. Coarse particle exit outlet was also at the platform for easy discharge of coarse particle 

without bending to discharge at the end of each sieving cycle. 
 

2.3 Force analysis of machine members 

The machine design considered two major forces namely: the force due to the weight of the DCM 

contained in the hopper which is assumed to act at the centre of the hopper from the right end of the 

machine and the force due to the sample of DCM collected each time from the hopper and the 

compressive and shearing force on the collected sample during sieving process which act at the 

centre of the machine. The machine was therefore designed against tilting of machine due to the 

hopper load and bending of the sieve due to both compressive and shearing force during sieving of 

the DCM and the reaction at the support is shown in Figure 3. The weight of the hopper 5kg and the 

contained mash 10kg, a total of 15kg acts 15cm from the right of the sieve platform. It is assumed 

that in a single cycle of sieving, 1kg of DCM is lifted and sieved on the sieving platform and act at 

36 cm from the right side of the sieve platform. 

 

 

 

 

                     Figure 3: Force analysis of the manual sieving machine  

Taking moment about A and summing forces, the reactions at the supports were calculated and 

shear force and bending moment drawn as shown in Figure 4. 

 

 

 

 

 

 

 

   Figure 4: Shear force and bending moment diagram 

2.4 Hopper design 

The hopper to hold the DCM during sieving process comprised of two parts, the tapered welded to 

a rectangular base of total volume derived from the expression [16]:  

𝑉 =  𝐻
3⁄ [

(𝑋2𝑌− 𝑥2𝑦)

(𝑋−𝑥)
] + 𝑥𝑦ℎ          1 

Where:  H = height of the tapper part,   

 X = length of the upper hoper 

   1kg 15kg 

A B 

RA RB 

15
36

72

 

 P1 = 9.8N P2 = 147N 

36 21 15 
RA RB 

Mx 

 35.53 
 25.73 

 -121.28 

 1278.9 
 1819.13 

0 
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  Y = width of upper hopper  

  χ = length of the lower part of the tapper hopper 

 y = width of lower part of the tapered hopper 

 h = height of the rectangular base 
 

The hopper was scaled up from a sample hopper of volume 5,300 cm3 that was occupied 1.5kg of 

DCM.  It took an average of 2 minutes to sieve 2kg of DCM on a 5 mm perforated sieve aperture 

[17]. The hoper was therefore designed to hold 10 kg of DCM at a given instant, to be exhausted 

within 10 – 13 minutes. This time interval was to enable the processor to rise and refill the hoper as 

the time lapses thereby relieving or neutralizing buildup of stress on the processor during the sieving 

process. 

 

2.5 Angle of repose for undersize exit chamber 

The slope of the undersize exit chamber - angle of repose (θ) was established using equation:   

  θ =  tan−1 2ℎ 𝐷⁄ ,     2 

The angle of repose θ was obtained by filling a sample of DCM into a cylindrical and inverting the 

container, allowing the sample from the inverted container to fall by gravity slowly. After four 

replications, average height of the conical shape of the DCM measured using a metre rule was 

8.50cm and the average diameter was 19 cm. Using equation 2 yielded the angle of repose of 42o at 

46% mc. The orthographic projection of the improved manual DCM machine is shown in Figure 5. 
 

 

 

 

 

 

 

 

 

 

 
 

Figure 5: Orthographic projection of the improved DCM sieve 

2.6 Evaluation of the improved DCM sieving machine 

The improved DCM machine was evaluated with respect to change in throughput capacity and 

exposure to musculoskeletal discomfort when compared to the traditional sieve. 
 

2.61 Evaluation base on throughput capacity 

2kg of dewatered cassava mash was sieved on both the improved sieve and the traditional sieve and 

replicated 4 times. The time to completely sieve the given sample in each case was recorded 
 

2.62 Evaluation base on musculoskeletal discomfort 

Quick Exposure Checklist (QEC) was used to evaluate the developed improved DCM sieve with 

respect to change in Musculoskeletal Discomfort (MSD) risk (Figure 6) compared to the traditional 

sieve. The following three namely: Observers’ (researchers’), the workers (processors’) were used 

in the evaluation in consideration of (QEC) action level. 
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2.63  Observer’s and processor’s assessment 

 

2.64  Observer’s assessment 

Under this assessment, the researcher observed 36 different processors (14 male and 22 females ) 

carry out the task of sieving dewatered cassava mash using the improved DCM sieve as shown in 

Figure 6 through one complete cycle of sieving operation.  
 

 

 

 

 

 

 

                          Figure 6: Evaluation of the improved DCM sieving machine 

During the assessment, the researchers observed and measured the angle of deviation (o) of the 

processors back from normal, processors back movement (number of times the back moves) in a 

sieving cycle, processors shoulder arm task position (mm), processors wrist arm deviation from 

normal (o) and motion pattern per minute. 
 

2.65 Processor’s Assessment 

Under this assessment, 36 different processors (14 male and 22 females) carried out the task of 

sieving dewatered cassava mash using the improved DCM sieve. They were each provided with 2kg 

of DCM and time to sieve this quantity was recorded. From this the total time spent in sieving a 

given quantity was recorded. The force required to carry out this sieving process was also recorded. 

The Overall exposure or total exposure after intervention “Ei” was computed using equation 3 given 

by [18]Neville et al (2005): 𝐸𝑖 =  
𝑥

×𝑚𝑎𝑥
× 100%     3           

Where:     

Ei = Overall exposure 

 ϰ = actual total exposure score 

Xmax = maximum possible total exposure {XmaxMH = 176%for manual handling, [18](Neville et al, 

2005)} 

3. Results and Discussion 

3.1 Result of force analysis of the sieving machine 

The force analysis revealed reactions at the support RA and RB as 35.53N and 121.28N respectively. 

With the difference in reaction at the support the sieve platform will tilt to the right and on an 

unpaved ground, the force per unit area will be high causing the angle iron legs to bore into the 

ground. In a paved floor, the supports at the righthand side of the platform will be severely under 

stress. To overcome this, ends of the supports were braced to increase surface area and reduce the 

force on the floor. For this reason, the machine support was made of the different thickness with 

angle iron of 0.2 x 5 x 5cm at the side of high force concentration. Also the force analysis of the 
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sieving process through the bending moment diagram reveal that the sieve will bend or sag over 

time as shown in the bending moment diagram. To forestall this occurrence a 10mm steel rod was 

welded crosswise under the platform frame.  

3.2 Results of Evaluation and Inferences  

The following results were obtained after evaluation based on throughput capacity and assessment 

of musculoskeletal discomfort. 

3.21 Result of evaluation based on throughput capacity. 

Table 2 shows the throughput capacity of the improved DCM sieving machine compared to that of 

the traditional sieve. 

 

Table 2: Throughput of the improved sieve compared to the traditional sieve. 

Treatment on Replications   

Sieve type/2kg 1 2 3 4 Total Mean (kg/h) 

Traditional 

(3mm aperture) 

32 33 37 39 141 35 

Improved (5 mm 

aperture ) 

54 55 64 62 235 59 

 

From the table the use of the improved DCM sieving machine increased the throughput capacity 35 

to 59kg/h. 
 

3.3 Results of Observers assessment 

Table 3 shows the result of the observers’ assessment of 14 male and 22 female processors who 

were used to test the improved DCM sieve. The average back postures are 2.40o and 2.93o 

respectively. There was no noticeable back and forth movement, given number of back movements 

as 0 respectively. The sieving task was performed at a height of 72 mm which is the height of the 

sieving platform from the floor. The average wrist hand deviation was 1.5o and 1.9o respectively 

from normal and the average motion pattern of hand was 20.30 and 19.30 times per minutes 

respectively. 
 

3.4 Results of Processor’s Assessment 

Table 4, shows the results of assessment of 14 male and 22 male processors selected for testing the 

improved sieving machine. The maximum weight handled in this test was 2kg for a sieving cycle, 

average time processors spent while using the sieve was 3.7hrs and 3.3hrs respectively. Response 

as to difficulty in keeping with the task and how stressful the task was are medium and mild 

respectively for both cases. 
 

 

Because the back postures of both the male and female processors were at a deviation < 20O, the 

back posture used in this improved DCM sieve was almost neutral and classified using QEC rating 

as A1. Because there was no observable back movement while using the improved DCM sieve, the 

back movement was considered static and classified using QEC as B2. 

The processors arm was at 72 mm and above the waist height, the task therefore was performed at 

chest height and classified as C2. Shoulder and arm were observed to move 19 times per minute 

during the sieving process. The shoulder and arm movement were therefore considered to be 

repeated frequently, and classified as D2. The wrist/hand was at 1.60 < 150. The task was therefore 

performed with almost straight wrist and classified as E1. The processors move their hand an 

average of 19 times per minute while sieving the DCM using the improved DCM sieve. Therefore, 

the task was performed with similar repeated motion between 11 to 20 times per minutes and 

classified as F2. However, the head and neck were at θ< 20. This means that head and neck was not 

bent excessively and classified as G1 [7, 18]. 
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Table 3: Observers assessment      Table4: Processors average assessment 

 

 

3.5 Inference on observers’ assessment of improved DCM sieve 

Table 5 shows the deduction of findings of observers’ assessment in table 3 with respect to quick 

exposure checklist (QEC) for observers’ assessment. 

 

Table 5: Inference on observer’s assessment and QEC rating 

Parts 

assessed 

Observation Inference QEC 

Rating 

 

Back 

1) Back at θ < 200 Back almost neutral A1 

2) Back movement was nil  Back was static  B2 

3) Task height at 72, above 

   waist height     

Task was performed at chest 

height 

C2 

4) Shoulder arm moved 

about19 times per minute  

Shoulder arm movement is 

repeated frequently 

  

D2 

Wrist/hand 1) Wrist was at 1.6o Task was perform with almost 

straight wrist 

E1 

2) Task was repeated 19 times 

per minute 

 

Task is performed with 

similar repeated motion 

between 11 and 20 times per 

minute   

F2 

Head/neck  θ< 30 Head and neck was bent not  

excessively 

G1 

 
 

 

 

 

 

 

3.6  Inference on processors assessment of improved DCM sieve 

 

Table 6 shows the inference drawn from Table 4. 

 

 Male  

Processors 

Female  

Processors  

Parts assessed   Mean Mean 

Back posture θ)   

     

2.40o 2.93o 

Back movement 

(no. of times)       

 

0 

 

0 

Shoulder arm task 

position(mm)  

 

72 

 

72 

Wrist hand 

deviation (θ )   

1.6o 1.9o 

Motion pattern per 

minute     

20.30 19.30 

 Male 

Processor

s 

Female 

Processors 

Parts Assessed   Mean Mean 

Max. weight  handled 

(kg) 

2 2 

Average time spent per 

day (hr.) 

3.7 3.3 

Max force exerted (kg) 1.5 1.5 

Difficult keeping with 

task 

sometime sometime 

How stressful task is Mildly 

stressful 

Mildly 

stressful 



 

 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

259-269  

267 

 

Table 6: Inference on worker assessment and QEC rating 

Assessment Assessment 

result 

Inference QEC 

Rating 

Maximum weight 

handled 

2kg Maximum weight handled 

was light (5kg or less) 

H1 

Average time spent 

on task per day

  

3.7hrs Task was performed 2 to  

4hrs 

J2 

Maximum force level 

exerted by one hand 

 

2kg Force exerted by one hand 

is medium (1 to 4kg)  

 

K2 

Visual demand Low Almost no need to view fine 

details 

L1 

Difficult 

keeping with task 

 

workers 

response 

sometimes P2 

How stressful task is 

 

worker 

response 

mildly stressful G2 

 

The maximum weight handled in this task was 2kg, this falls below 5kg. This maximum weight is 

considered light and rated H1. As can be deduced from the table, average time spent on task per day 

is 3.7hours. From QEC, the task is performed between 2 to 4 hours and is rated J2. The maximum 

force level exerted by one hand is 1.5kg. From QEC this falls between 1 – 4kg and is rated K2. 

Visual demand was low because there was no need to view fine detail hence the rating is L1. 

Workers response with respect to difficulty keeping with the task was mildly and rated G2. 

 

3.7  Ergonomic exposure scores for improved sieving method 

 

Table 7 shows the scores of the combined rating of observers and processors assessment for the 

various body parts involve in DCM sieving process using the improved DCM sieve. 
 

Table 7: Exposure score-Improve sieving machine 

       Back          Shoulder/arm         Wrist/hand        Neck        Work pace  Stress 

A1H1= 2        C2H1 = 4      F2K2 = 6    G1J2 = 4      P2= 4      Q2= 4 

A1J2 =  4 C2J2 =  6      F2J2  = 6     L1J2 = 4  

J2H1 = 4 J2H1 = 4      J2K2 = 6      

B2J2 = 6 D2H1= 4      E1K2 =4 

 D2J2 = 6  E1J2 = 4 

Total  16  24      26     8      4        4 

The total back score is 16, should/arm 24, wrist/hand 26, neck 8, workspace 4 and stress 4 given      

a total exposure score of 82. Figure 7 shows a comparison of levels of exposure of processors to 

sieving discomfort while using the traditional and the improved sieve. 

 



 

 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

259-269  

268 

 

 

Figure7: Comparison of levels of exposure to sieving discomfort using traditional and improved sieve 

From the scores, the total exposure “E” for processors using the improved DCM is computed as 

47%, which is a reduction compared to 66% level of exposure obtained when using the traditional 

sieve [7].  

             

Figure 7: Completed improved manual DCM sieving device after evaluation 

 
4. Conclusion 

Traditional dewatered cassava mash sieving device was improved, this was made possible by 

consideration of ergonomic factors and the anthropometry of the user groups. The resulting 

dimensions improved the siting and sieving posture of the processors  thereby reducing 

musculoskelectal discomfort during sieving process and by encoporating a modified sieve size there 

was an increase in throughput capacity. Encouraging cassava farmers and processors to adapt to this 

innovation is an approach toward achieving systematic change in sustainable development and  

ecologically smart future. 
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Abstract 

The paper compares a genetically optimized node deployment scheme for a ZigBee wireless sensor network with Geographical 

Information System for a tropical environment. The development of a model for maximum connectivity and full area coverage with 

parameters such as isolated nodes and minimum islands. Optimal positions of the sensor nodes were achieved using a heuristic tool 

Genetic Algorithm (GA) that operates on encoding of the decision variables with the Genetic Algorithm optimization tool set. Global 

Positioning System (GPS) coordinates of positions within the work area were taken and positions of the sensor nodes were achieved 

using Graphical Information System (GIS) tool to determine possible influences of the University of Benin tropical environment to the 

node deployment scheme. 

Keywords: Zigbee, Genetic Algorithm (GA), Coverage, Connectivity, sensor network, Graphical Information system (GIS) 

1. Introduction 

Advancements in sensing electronic technology have attracted tremendous research over the years in networks 

such as Wireless Sensor Network (WSN) [3]. Coverage and connectivity are two most fundamental issues of 

wireless sensor network. Coverage can be treated as a measure of quality of service in a sensor network which 

shows how well each point in a region is covered and the accuracy of the information gathered by the nodes [4]. 

Connectivity shows how well a sensor device communicates with other devices. Hence, coverage and connectivity 

design issues are non-trivial problems taken into consideration in order to ensure an efficient security network for 

Wireless Sensors [7].  Genetic Algorithm (GA) which is one of the most powerful heuristics for solving 

optimization problems based on natural selection was adopted because it mimics biological evolution and does 

not require derivative information. Only the objective function and the corresponding fitness levels influence the 

directions of its search. The Genetic Algorithm process leads to the evolution of populations of nodes that are 

better suited to their environments [6]. Okosun and Omoifo in 2019 proposed a full area coverage and connectivity 

model using closed form solutions that showed unique characteristics of a Toeplitz matrix for node placement to 

achieve coverage and adjacency matrix for connectivity.  The characteristics of a good wireless sensor network 

include power efficiency, scalability, responsiveness, reliability and mobility. A wireless sensor network with 

these features can prove to be very beneficial and if not followed or ensured can result in a network that suffers 

from overhead thus negating its applicability  [15].Ren in (2013) designed a ZigBee Network model with reliable 

communication in order to get the model he built two zigbee test beds, one with a gateway and the other without 

a gateway to test whether the network model based on gateway has function to enhance the reliability of Zigbee 

network. The result showed that weather has a big effect on the stability of network, and gateway can enhance 

the reliability of data communication but it will add cost to the network. But the test beds were not specific to a 

geotropic region. The geographical topology of the system where sensors are placed is essential to planning of 

http://www.nipesjournals.org.ng/
mailto:oduware.aghama@uniben.edu
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educated deployments of sensor networks for infrastructural security and the database for the geographical 

topology continues to increase with increase in new applications.  

 

 

 

 

Figure 1: Figure 1: Optimization Methodology Flow Process Chart 

 

2. Materials and Method 

A point is covered by a sensor if the Euclidean distance between the point and the sensor is no more than the 

sensing range ‘rs’ according to the disk/Boolean sensing model by [7]. A measurement campaign for determining 

the communication distance between two ZigBee modules was carried out by [9] within the department of 

Computer Engineering, University of Benin. An effective communication distance of 22.86 meters approximately 

23 meters ranked best with the acceptable packet error rate of two-bit errors and eighty -seven percent 

performance rating. 

2.1. Unoptimized System 
The standard unoptimized system is a grid framework which completely covers the entire work area. A work area 

of 500m by 500m within the region of interest is measured. Intersection within the grid is separated by the 

communicating distance of 23 meters [9] and it resulted to a 22 row × 22 column. A deterministic placement 

approach was adopted while positioning nodes at every intersection of the grid framework to exert control of the 

system and avoid clustering. Having control of the system enables the optimization parameters meet desired 

performance goals through careful planning with the least number of nodes to ensure connectivity, coverage and 

yield uniform node density with reduced cost.  

2.2. The Objective fitness function 
To minimize redundancy of devices in setting up of a network within a region of interest, the objective fitness 

function in Equation one (1) subject to the coverage and connectivity models by [10] is adopted. 

𝑓 = min ∑ 𝑝𝑖 
𝑡
𝑖=1     (1)           

                                   𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝑍 × 𝑝 ≥ 𝑏 

Mutation & Cross 

Over Offsprings  

GA1 to GA28 

Offspring with 

Best mean 

with least 

generations 

Genetic Algorithm 

Optimization for best 

Nodal placement 

scheme for GA1 to 

GA28 

GPS receiver 

coordinates 

Georeferenced 

maps with 

environmental 

influences. P1 to 

P28 
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                                                                 (𝐵 + 𝐼)𝑑 = 𝑀 

Where ′𝑝𝑖′ is the optimization parameter. Genetic algorithm is used to solve the minimization problem.  

A population of node is fed to the MatLab software and the global minimum of GA1 to GA28 Mutation & Cross 

Over Offspring nodes positioning scheme is generated. A Global Positioning System receiver is used to  determine 

coordinates of various points within the region of interest for offspring with best mean. These coordinates are fed 

into a Geographical Information System for the evaluation of the node positions of best mean Mutation & Cross 

Over Offspring nodes coordinates generated. A three dimension view of the landform surface is carried out on 

the region of interest terrain for more informed decision and planning of the node deploymment scheme. 

2.3. GA Best Offsprings 
Table A1 in Appendix A shows the various combinations of offspring, which the optimization tool box is applied 

to generate the desired node schemes. The Optim tool box 7.2 is setup with the following optimization parameters. 

Solver:- GA-Genetic Algorithm, Fitness Function:- Optimization Parameter ‘P’, Number of Variables:- total 

number of nodes in the region of interest (t), Bounds:-Upper Bound 1, -Lower Bound 0, Non Linear Constraint 

function:- coverage model and connectivity model, Integer Variable Indices:- was selected to make integers 

constrained in the range within the  bounds, Population type:- Double vector was selected because it is required 

when there are integer constraints and a Population size of 50 was selected. 

 

2.4. Measurement of GPS coordinates 

Coordinates of various positions within the region of interest measured with the Garmin-eTrex-10 hand held 

device is shown in Table 1. 
 

Coordinates gotten from the region of interest is used to generate high resolution satellite imagery of 16 January, 

2016 which was downloaded from Google Earth Desktop application, exported into Arc GIS 10.1 environment 

and georeferenced using Latitude Longitude Geographic coordinate (1984 World Geodetic System (WGS)).  

Shape files representing roads, buildings, tree canopies and nodes were created in Arc Catalog. On-screen 

digitizing is deployed to digitize roads, buildings and tree canopies from the georeferenced high-resolution 

satellite imagery and nodes. Create spatially balanced random point algorithm is also used to create four sets of 

284 random points each representing the network nodes generated from the four simulations and equally spaced 

at 23meters (75feets) apart. Attribute database was created from the nodal layer. However, to ascertain nodes 

with/or without possible interference with land use/environmental factors, the nodes were overlaid with building 

and trees canopy layers (representing land use/environmental factors).  The symbology algorithm is deployed to 

reclassify the four sets each of the 284 nodes that fall within buildings and tree canopies. Similarly, contours are 

lines joining places of equal height (elevation). The procedure deployed in creating the relief and contours 

commenced by building a database using 284 spatially spread nodal point layer. The 284 spatially spread nodal  

point layer is used in extracting elevation values from a 30 X 30 meters resolution United States Geological 

Surveys (USGS) digital elevation model (DEM). DEM is a grid dataset containing elevation information and very 

useful in relief mapping. Inverse distance weighting (IDW) algorithm was used to interpolate the point layer and 

the output reclassified to form the shaded relief classes. An Interpolated grid file is used to extract contour lines 
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using contour extraction algorithm. The contour, spaced at 1meters apart is overlaid with shaded relief and road 

network, nodes, building and trees canopy layers in Arc Map 10.1 software 

 

 

Table 1:Coordinates of Positions within the Region of Interest 

  

 

 

 

 

 

 

 

 

 

 

 

 

3. Results 

Result of the GA2, GA8, GA9, GA12 optimization process shows crossover and mutation offspring with best 

means of 284 nodes which converges at the 57th , 56th , 62nd ,and 57th generation respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

S/

No 

Names of Positions within Faculty of 

Engineering 

Latitude  Longitude Elevation 

(meters) 

1 Tree 1 by field 6.40272O N 5.61499O E 112 

2 Electrical Engineering LT Building Edge 6.40288O  N 5.61503O E 111 

3 DO4 Building by Field 6.40276O  N 5.61539O E 117 

4 Computer Engineering Walkway 6.4025 O  N 5.61533O E 110 

5 Electrical Engineering Car Park Midpoint 6.40281O  N 5.6147 O E 112 

6 Electrical Engineering Building Edge/Car Park 6.40309O  N 5.61442O E 114 

7 Electrical Engineering Car Park Edge 6.40292O  N 5.61434O E 113 

8 Electrical Engineering Car Park Corner 6.40275O  N 5.61428O E 112 

9 Electrical Engineering Tree 2 by Car Park 6.40271O  N 5.6144 O E 113 

10 Electrical Engineering Tree 3 by Car Park 6.40263O  N 5.6147 O E 114 

Figure 2: Genetic Algorithm best Offsprings 
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3.1. Optimal Node Positioning Schemes 

The deployment of 284 nodes on the grid is shown in Figures 3,4, 5 and Figure 6 as ‘‘GA12’’ ‘‘GA9’’, ‘‘GA8’’ 

and ‘‘GA2’’ respectively.  

3.2. Georeferenced Map for GA2  

GA OFFSPRINGS NODE DEPLOYMENT SCHEMES 

 
Figure 3:GA 12 = Single Point Crossover function with 

Adaptive Feasible Mutation function 
 

 
Figure 4:GA 9 = Single Point Crossover function with 

Constraint Dependent Mutation function 

 

 
Figure 5:GA 8 = Scattered Crossover function with Adaptive 

Feasible Mutation function  
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The Figure 7 show a georeferenced map P2 for GA2 which has 222 nodes without any influence, 37 Nodes likely 

to be influenced by buildings and 25 Nodes likely to be influenced by trees canopy. The outcome for the Average 

Nearest Neighbor Analysis of GA2 georeferenced nodes is shown in Table 3 and the data set of the elevation 

information is shown in Table 4, for the georeferenced map P2 generated from the Arc GIS 10.1 tool. 

A Nearest Neighbor Ratio of 1.590481 and a p-value of 0 from the table is within the 0.01>2.58 critical value and 

this indicates that there is less than 1% likelihood that the dispersed pattern could be the result of random chance.  

3.3. Georeferenced Map for GA8 
The Figure 8 show a georeferenced map for P8 which has 218 nodes without any influence, 34 Nodes likely to 

be influenced by buildings and 32 Nodes likely to be influenced by trees canopy. The outcome for the Average 

Nearest Neighbor Analysis of GA8 georeferenced nodes is shown in Table 5 and the data set of the elevation 

information is shown in Table 6, for the georeferenced map P8 generated from the Arc GIS 10.1 tool. 

A Nearest Neighbor Ratio of 1.589546 and a p-value of 0 from the table is within the 0.01>2.58 critical value and 

this indicates that there is less than 1% likelihood that the dispersed pattern could be the result of random chance.  

3.4. Georeferenced Map for GA9  
The Figure 9 show a georeferenced map P9 for GA9 which has 217 nodes without any influence, 37 Nodes likely 

to be influenced by buildings and 29 Nodes likely to be influenced by trees canopy. The outcome for the Average 

 
Figure 6:GA 2 = Constraint Dependent Crossover function with 

Gaussian Mutation function 

 

 
Figure 7: P2 Nodes Overlaid with Contour, Shaded Relief 

and Land Use 

 

Table 3: Average Nearest Neighbor Summary for P2 

Observed Mean Distance:  23.225277 Meters 

Expected Mean Distance:  14.602677 Meters 

Nearest Neighbor Ratio:  1.590481 

z-score:  19.036883 

p-value:  0.000000 
 

Table 4: Data Set Information 

Input Feature Class:  Nodal_Points_SimulationP2 

Distance Method:  EUCLIDEAN 

Study Area:  242238.559375 

Selection Set:  False 
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Nearest Neighbor Analysis of GA9 georeferenced nodes is shown in Table 7 and the data set of the elevation 

information is shown in Table 8, for the georeferenced map P9 generated from the Arc GIS 10.1 tool. 

 

 

 

 

A Nearest Neighbor Ratio of 1.590105 and a p-value of 0 from the table is within the 0.01>2.58 critical value and 

this indicates that there is less than 1% likelihood that the dispersed pattern could be the result of random chance.  

 
Figure 8: P8 Nodes Overlaid with Contour, Shaded Relief 

and Land Use 

 

Table 5: Average Nearest Neighbor Summary for P8 

Observed Mean Distance:  23.216494 Meters 

Expected Mean Distance:  14.605743 Meters 

Nearest Neighbor Ratio:  1.589546 

z-score:  19.006732 

p-value:  0.000000 
 

 

 

Table 6: Data Set Information for P8 

Input Feature Class:  Nodal_Points_SimulationP8 

Distance Method:  EUCLIDEAN 

Study Area:  242340.291828 

Selection Set:  False 
 

 
Figure 9: P9 Nodes Overlaid with Contour, Shaded Relief 

and Land Use 

 

Table 7: Average Nearest Neighbor Summary for P9 

Observed Mean Distance:  23.261753 Meters 

Expected Mean Distance:  14.629063 Meters 

Nearest Neighbor Ratio:  1.590105 

z-score:  18.991257 

p-value:  0.000000 
 

 

Table 8: Data Set Information for P9 

Input Feature Class:  Nodal_Points_SimulationP8 

Distance Method:  EUCLIDEAN 

Study Area:  242258.740103 

Selection Set:  False 
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3.5. Georeferenced Map for GA12 
The Figure 10 show a georeferenced map for P8 which has 212 nodes without any influence, 38 Nodes likely to 

be influenced by buildings and 34 Nodes likely to be influenced by trees canopy. The outcome for the Average 

Nearest Neighbor Analysis of GA12 georeferenced nodes is shown in Table 9 and the data set of the elevation 

information is shown in Table 10, for the georeferenced map P12 generated from the Arc GIS 10.1 tool. 

 

 

A Nearest Neighbor Ratio of 1.591253 and a p-value of 0 from the table 5.20 is within the 0.01>2.58 critical 

value and this indicates that there is less than 1% likelihood that the dispersed pattern could be the result of 

random chance.  
 

3.6. Discussion 
This research work has shown that the application of the coverage model and connectivity model in GA node 

placement can lead to the proper positioning of nodes with minimal geological influences. In order to appreciate 

the implemented model in theory, the optimization results and the theoretical predictions are evaluated in Table 

1. 

 

Table 11: Implemented model versus the GIS theoretical Predictions 

Optimization 

Results (nodes) 

GIS Theoretical Predictions 

(nodes)  
Error Rate Of 

Implemented 

Deployment 

Percentage Rating 

(100%) 

 (GA) Georeferenced map (P) 

GA2 P2 

284 222 0.2183  21% 

GA8 P8   

284 218 0.2323  23% 

 
Figure 10: P12 Nodes Overlaid with Contour, Shaded 

Relief and Land Use 

 

Table 9: Average Nearest Neighbor Summary for P12 

Observed Mean Distance:  23.229675 Meters 

Expected Mean Distance:  14.598354 Meters 

Nearest Neighbor Ratio:  1.591253 

z-score:  19.061778 

p-value:  0.000000 
 

 

Table 10: Data Set Information for P12 

Input Feature Class:  Nodal_Points_SimulationP8 

Distance Method:  EUCLIDEAN 

Study Area:  242095.160384 

Selection Set:  False 
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GA9 P9   

284 217 0.2359  23% 

GA12 P12   

284 212 0.2535  25% 

The comparism between the georeferenced results from ARC GIS maps and the theoretical implementation from 

the GA optimization show that P2 node positioning scheme is most suitable for deployment within the university 

of Benin area due to its larger number of 222 nodes without any influence at a 0.2183 percentage of error rate. 

5. Conclusion 

GA-generated designs with the coverage model and connectivity model as optimization constraints compared 

favorably to GIS theoretical deterministic designs for positioning of nodes dispersedly. A Nearest Neighbor Ratio 

within the 0.01>2.58 critical value and a p-value of zero (0) indicates that there is less than 1% likelihood that the 

dispersed pattern could be the result of random chance. This implies that the coverage-connectivity algorithm for 

this research deployed nodes intelligently (deterministically). 
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APPENDIX A 

Table A1: Combinations of Crossover and mutation function Offspring 

Genetic Algorithm 

optimization 

Genetic Algorithm Methodologies 

GA1 Constraint Dependent Crossover function with Constraint Dependent Mutation function 

GA2 Constraint Dependent Crossover function with Gaussian Mutation function 

GA3 Constraint Dependent Crossover function with uniform Mutation function 

GA4 Constraint Dependent Crossover function with Adaptive Feasible Mutation function 

GA5 Scattered Crossover function with Constraint Dependent Mutation function 

GA6 Scattered Crossover function with Gaussian Mutation function 

GA7 Scattered Cross Over function with Uniform Mutation function 

GA8 Scattered Crossover function with Adaptive Feasible Mutation function 

GA9 Single Point Crossover function with Constraint Dependent Mutation function 

GA10 Single Point Crossover function with Gaussian Mutation function 

GA11 Single Point Crossover function with Uniform Mutation function 

GA12 Single Point Crossover function with Adaptive Feasible Mutation function 

GA13 Two Point Crossover function with Constraint Dependent Mutation function 

GA14 Two Point Crossover function with Gaussian Mutation function 

GA15 Two Point Crossover function with Uniform Mutation function 

GA16 Two Point Crossover function with Adaptive Feasible Mutation function 

GA17 Intermediate Crossover function with Constraint Dependent Mutation function 

GA18 Intermediate Crossover function with Gaussian Mutation function 

GA19 Intermediate Crossover function with Uniform Mutation function 

GA20 Intermediate Crossover function with Adaptive Feasible Mutation function 

GA21 Heuristic Crossover function with Constraint Dependent Mutation function 

GA22 Heuristic Crossover function with Gaussian Mutation function 

GA23 Heuristic Crossover function with Uniform Mutation function 

GA24 Heuristic Crossover function with Adaptive Feasible Mutation function 

GA25 Arithmetic Crossover function with Constraint Dependent Mutation function 

GA26 Arithmetic Crossover function with Gaussian Mutation function 

GA27 Arithmetic Crossover function with Uniform Mutation function 

GA28 Arithmetic Crossover function with Adaptive Feasible Mutation function 
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Abstract 

An automatic suspended sliding door was designed and fabricated using materials sourced locally. Also, reliability 

analysis and availability analysis were carried out on the smart door. Most of the challenges associated with manually 

operated doors can be solved through the use of an automatic door. The automatic sliding door was tested after 

fabrication. The system was certified to have functioned properly as desired. The design values of the parameters were 

compared with the actual values measured from the system while in operation. The percentage deviation of the actual 

values from the design values of the parameters such as the door opening time, the door delay time, the door maximum 

velocity, the door minimum velocity, and the total time taken for the door to complete one operational cycle are 7.69%, 

3.15%, 3.53%, 14.89%, and 6.51% respectively. The deviations of the actual values from the design values are 

negligible. Also, from reliability analysis and availability analysis, it shows that the system is 94.3% reliable and 

99.17% available. Therefore, the design and fabrication, availability analysis and the reliability analysis of a functional 

smart door was successfully executed. 

Keywords: Sliding door, automation, design, fabrication, reliability analysis and availability analysis 

 

 

1.0 Introduction 

This work puts forward a smart door system that works with a passive infrared sensor based on 

human movement near the door. It contains the design and fabrication, availability analysis, 

reliability analysis, and the functionality of a smart door. This smart door can also be referred as a 

self-opening and closing door. A self-opening and closing door is an intelligent door which opens 

on its own by sensing or detecting the presence of a living being approaching the door and closes 

after a predetermined time-delay if there is no person within its range. This functionality will be 

achieved through the use of PIR sensors. PIR sensor means passive infrared sensors. PIR sensor is 

a motion detector which sense the presence of somebody through the heat energy emitted by the 

person approaching the door. Since humans emit energy in the form of infrared radiation, the PIR 

sensor detects the presence of a living being within the sensor’s range and sends out a command or 

signal to a microcontroller which controls an electric bidirectional motor which in turn actuates the 

movement of the door. The door then automatically closes when a specific time-delay has elapsed 

and if there is no motion near the door. This door can also be called an automatic door or intelligent 

door. The automatic door is an electro-mechanical door [1]. Intelligent doors are doors whose 

components and elements communicate to each other and work in conjunction to perform a 

predetermined function. Intelligent doors use smart lock.  

Fast and efficient movement of persons, goods and services are needed in modern days’ work 

schedules. Doors are placed between these schedules and it plays an important role in making the 

work environment conducive. Any obstruction to effective movement is detrimental to the 

efficiency of the organization or industry and must be removed. The conventional manual door may 

be a barrier to effective movement [2]. Overtime, it has been a challenge for people living with 

disabilities to use the door without the help of someone. For persons in wheelchairs and other 

disabled persons, automatic doors are an immense boon, since conventional doors can be very 

difficult to work with [3, 4]. 

The use of manual doors in some places such as shopping malls, banks, hospitals, scientific 

laboratories and other traffic characterized firms, poses some challenges. These challenges ranges 

from the risk of cross-contamination due to door-to-human contact, loss of man-hour (or reduction 

in speed at work) due to the time spent at doorpost, difficulties encountered by physically challenged 

http://www.nipesjournals.org.ng/
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persons at the doorpost, extra cost for hiring persons whose duty is to open door for clients. All 

these challenges can be overcome through the use of a smart door. This door is also designed to be 

sensitive to obstacles on the doorway. This is to ensure that the door doesn’t close on somebody 

which happens to be on the path of the doorway The safety of the automatic door is enhanced by 

this safety measure [5]. 

 

2.0 Methodology 

 

This entails design considerations, material selection, design process and fabrication processes.  

 

2.1 Design Considerations  

When there is nonexistence of friction between a machine and the people at the point of contact 

(That is, if the people are made more comfortable, safer, and more efficient when using the 

machine), then the designer can be said to have been succeeded [5]. As a result, several 

considerations need to be made in the design of a system. Some of these considerations are 

sustainability, reliability, corrosion resistance, low cost, simplicity, high efficiency, maintainability, 

and producible with locally available materials. 

The operational requirements are; the door should always open when a person or persons moves 

towards the door and also close after a predetermined time, must be noise free during operation and 

must be able to work properly in all atmospheric conditions. The functional requirements are the 

design should provide a safe means of access, should be capable of providing an airtight 

environment, should provide privacy, and the material of door should have a good thermal 

resistance. 

2.2 Materials  

With regards to the various requirements, reliable materials were selected for each component. 

These components and the materials selected are: 

1. Chain drive: A chain drive is a mechanical drive system that is used to transmit mechanical 

power or motion from one shaft to another. It consists of a chain wrapped round two 

sprockets. A chain is a series of links connected by pin joints [6]. The material selected for 

the roller chain and sprockets is alloy steel. The sprockets are tempered and case hardened 

at the tooth area in order to increase or enhance the wear resistance of the material. Alloy 

steel was selected as the material both for the chain and sprockets on the standpoint of wear 

resistance and strength. 

2. Roller bearings: The bearing is a machine element which support another moving machine 

element. It allows relative motion between the contact surfaces of the members, while 

carrying the load. [7]. The material of the rollers selected is cast nylon. Cast nylon was 

selected because of its advantages which include: low rolling resistance, it generates low or 

no noise when in operation, and its ability to absorb shock and vibration. 

3. Door panel: Glass door panel was selected because it is an excellent insulator, resistance to 

most chemicals, light in weight, attractive appearance, and high compressive strength 

(1000N/mm2). 

4. Door frame and the structure: The structure contains the door frame and other supports 

for the components of the system. The material selected for the structure and the frame is 

medium carbon steel because of its high mechanical strength, ductility, and its relative low 

cost. 
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5. Track: The track acts as the runway for the bearing. The material of the track is steel. Steel 

was selected because of its high strength and ductility, corrosion resistance, and durability. 

6. Electric motor:  The electric motor is used to produce or generate rotational motion which 

is being transmitted to the glass door through the chain drive. The electric motor is a 

bidirectional electric motor which can rotate both in clockwise direction and 

counterclockwise direction. The rotation of the motor opens or closes the door in response 

to the signal received from the microcontroller.  

7.  Microcontroller: The microcontroller is the central controlling unit of the whole system 

(the smart door). It controls the rotation of the electric motor. This is achieved through the 

signal received by the controller from the sensor. 

8. PIR sensors: The PIR sensor receives the heat energy radiated by an individual moving 

towards the door and sends a signal to the controller. This heat energy is sensed by the sensor 

only when the person is within the sensor’s range. Moreover, the sensor’s range can be 

adjusted to meet the need of the system. 

9. Limit switches: Limit switches are used to automatically detect the presence of an object or 

monitor the movement of an object. It helps to indicate that the movement limit of the door 

has been reached.  

10. Relays: Relay is an electromechanical device that uses an electromagnet to operate a pair of 

movable contacts from an open position to a closed position. The advantages of relay is that 

it takes a relatively small amount of power to operate the relay coil. It can be used to control 

motors, heaters, lamp etc.      

11. Batteries: The battery stores DC electrical energy which can be used to power the system 

when there is a power outage or failure from the national grid. There are ten in number. Each 

of the battery has a voltage rating of 6 volts. Both batteries are connected in series to supply 

a voltage of 12 volts. 

12. Timer: The timer controls the delay time at the fully opened position before the door closes. 

13. Switch: The switch is a manually operated device used to control the supply of voltage. This 

is achieved by making a circuit either open or closed. 

14. Light-emitting diode (led): LED is a semiconductor light source that emits light when 

current flows through it. It can be used to indicate whether a circuit is closed or open. 

 

2.3 Design of the system components  

 

The design of the system involves the following processes; 

 

2.3.1 The door panel 

 

The door panel is the movable part of the system that slides sideways to give access to persons that 

want to use the door. In order to achieve the desired design requirement, the following door 

dimensions were used. 

Height of the door panel (H) = 2000 mm  

Width of the door panel (b) = 840 mm 

Thickness of the door panel (𝑡ℎ) = 12 mm 

As obtained from https://uk.saint-gobain-building-glass.com, the density of the door panel material 

(glass) is given as; 

Mass density of the door panel material (𝜌)  =  2500 𝑘𝑔/𝑚2 

 

The mass of the door can be obtained from Equation (1) [8]; 

Mass of the door panel (𝑀𝑔)  = 𝜌 × H ×  𝑏 × 𝑡ℎ                                                                  (1) 
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Mass of the door panel (𝑀𝑔)  = 2500 × 2 × 0.84 × 0.012 

Mass of the door panel (𝑀𝑔)  = 50.4 kg 

Weight of the door panel (𝑊𝑔) = (Mg)×g                                                                               (2) 

                                                 = 50.4×9.81 

                                                 = 494.424 N 

 

2.3.2 The door frame 

 

The material of the frame is medium carbon steel and its dimensions are given as 

Rectangular hollow section of (40×20×3)mm. 

Mass per unit length = 2.36 kg/m. [9] 

Total length of the steel material (L) =2H + 2b                                                                    (3) 

                                                          = 2×2000 + 2×840 = 5680mm 5.68m 

Total mass of the frame (𝑀𝑓) = 2.36 × 5.68 = 13.4 kg  

Weight of the frame (𝑊𝑓) = 𝑀𝑓 × g                                                                                       (4) 

                                          = 13.4 × 9.81 = 131.5 N 

Total weight of the door (W) = 𝑊𝑔 + 𝑊𝑓                                                                              (5) 

                                                = 494.424 + 131.5 = 625.925 N ≅ 626 N 

 

2.3.3 Force analysis for the door 

 

The force analysis of the door was done in the manner of [10]. 

 
Figure 1 Free body diagram of the door 

 

Where W is the weight of the door, 

𝐹1 and 𝐹2  are the forces acting on the two hinge joints.  

∑ 𝐹𝑦  = 0 

𝐹1  + 𝐹2  – W = 0 

W = 𝐹1  + 𝐹2                                                                                                                         (6) 

Taking moment about point A 

∑ 𝑀𝐴 = 0 

𝐹2   × 440 = W × 220 

𝐹2   = 
220𝑊

440
 = 

220 ×626

440
 = 313 N 

Assuming that the mass of the door is evenly distributed. 

Then, 𝐹1 =𝐹2 = 313 N  
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2.3.4 Selection of roller from manufacturer’s catalogue 

 

Dongguan Kentie Bearing Co. catalogs and technical brochures was used for the roller selection.   

The process of roller selection process was done in the manner of [6]. Radial load (Fr) = 313 N, 

Axial load (Fa) = 0, Bore diameter (d) 10 mm (assumed), Speed (N) = 229.18 rpm, Rated life of the 

bearing (L10h) = 60000 hours, Race-rotational factor (𝜐) = 1.2.  The bearing is subjected to only 

radial load. Thus,  

Dynamic load (𝑃𝑙) =  𝜐 × Fr                                                                                           (7) 

                             = 1.2 × 313 = 375.6 N 

The rating life of the bearing (L10) = 
60 ×𝑁 × 𝐿10ℎ

106                                                           (8) 

L10 = 
60 ×229.18 ×60000

106  = 825.059 million revolutions 

Dynamic load capacity (C) = P(𝐿10)1/3                                                                         (9) 

C = 375.6(825.059)1/3 = 3522.79 N 

From manufacturer’s catalogue, for bore diameter of 10 mm; 

Bearing number 6000 is suitable for this application. 

Bearing number 6000 has the following specifications: 

Bore diameter (d) = 10 mm, Outer diameter (𝐷𝑜) = 26 mm, Axial width of the bearing (B) = 8 mm 

 

2.3.5 Force analysis for the rollers 

 

The force analysis for the rollers was done in the manner of [11]. 

 

 
                       

 
                             Figure 2 Free body diagram of the roller 
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Where 𝐹1 is the force or load on the roller, 𝑃1 is the force required to overcome rolling resistance, 

and  𝑅𝑁 is the normal reaction. 

∑  𝐹𝑦  = 0 

𝑅𝑁 × cos( ∅ ) - 𝐹1 = 0  

𝐹1 = 𝑅𝑁 × cos( ∅ )                                                                                                      (10) 

∑ 𝐹𝑋  = 0 

𝑃1 - 𝑅𝑁 × sin( ∅) = 0                                                                                                  (11) 

𝑃1 = 𝑅𝑁 × sin( ∅)                                                                                                        (12) 

Dividing equation (12) by Equation (13) gives 
𝑃1

𝐹1

 = 
𝑅𝑁 × sin( ∅)

𝑅𝑁 ×cos( ∅ )
 

𝑃1

𝐹1

 = tan ∅                                                                                                  (13) 

The value of ∅ is small since the area of contact of the roller with the track is small. Thus,  

tan ∅ ≅ sin ∅  

sin ∅ = 
𝑏

𝑟
                                                                                                      (14) 

From Equation (13) and (14) 
𝑃1

𝐹1
 = 

𝑏

𝑟
 

𝑃1 =𝐹1 × 
𝑏

𝑟
                                                                                                                      (15) 

The radius of the bearing (r) = 
𝐷

2
 = 

26

2
 = 13 mm.                                  

The distance (b) is called the coefficient of rolling friction. 

The value of b for cast nylon roller on steel track is 0.027 inches (0.6858 mm) [12, 14] 

∴ 𝑃1= 313 × 
0.6858

13
 = 16.512 N 

The total force required to overcome rolling resistance on both rollers (P) = 2𝑃1 

P = 2 × 16.512 = 33.024 N 

The force (P) is the force required to sustain its motion. 

The value or magnitude of the kinetic frictional force, that acts when there is motion, is usually less 

than the maximum magnitude of the static frictional force that must be overcome to start motion. 

[13]. 

The force (Fa) required to start or initiate its motion is generally 2 to 2.5 times the force (P) required 

to sustain its motion. [12]. That is; 

Fa = 2P                                                                                                                    (16) 

     = 2 × 33.024 = 66.048 N 

 

2.3.6 The drive system (chain drive) 

 

The chain and sprocket was selected from RENOLD Superior Chain Technology catalog, and this 

was done in the manner of [6]. 

 

2.3.6.1 Selection of chain 

Maximum velocity of the sliding door (𝑉𝑚𝑎𝑥) = 
𝑆

𝑡
                                                           (17) 

Where S is the distance covered at maximum velocity (S = 740 mm), and t is the time taking (t = 

4.5 seconds). 
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From equation (17), 𝑉𝑚𝑎𝑥 = 
0.74

4.5
 = 

0.74

4.5
 = 0.164 m/s 

The maximum velocity of the door is 0.164m/s. 

The minimum velocity of the door at the extreme positions (fully closed and opening positions) is;  

Minimum velocity of the door (𝑽𝒎𝒊𝒏) = 
𝑆2

𝑡2
   

Where 𝑆2 is the distance covered by the door with the minimum velocity, and 𝑡2 is the time taking 

Dimensions: 

𝑆2 = 100 mm (assumed) 

𝑡2 = 2.5 seconds (assumed) 

Minimum velocity of the door (𝑽𝒎𝒊𝒏) = 
0.1

2.5
  = 0.04 m/s          

The total time taken for the door to get to its fully opened or closed position is the sum of the taking 

for during the maximum velocity and the time taking for during the minimum velocity. That is; 

Total time = 4.5 + 2.5 = 7 seconds 

The power required to accelerate the door = Fa × V                                                     (18) 

                                                                   = 66.048 × 0.164 = 10.83 W                

Transmission efficiency (𝜂𝑇) = 
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
  

𝑃𝑖𝑛 = 
𝑃𝑜𝑢𝑡

𝜂𝑇
                                                                                                                         (19) 

Where  𝑃𝑖𝑛 is the power input into the drive system from the motor, and 𝑃𝑜𝑢𝑡 is the power output 

from the drive system to accelerate the door. 

The efficiency of a well lubricated chain drive is of the range: 96% to 98%. [6]. 

Using an efficiency of 97% (assumed) 

And 𝑃𝑜𝑢𝑡 = 10.83 W 

From equation (19), 𝑃𝑖𝑛 = 
10.83

0,97
 = 11.165 W 

The input power (𝑃𝑖𝑛) is the power to be transmitted by the  chain drive or the transmitted power 

(TP). 

Rating power (RP) = 
𝑇𝑃 × 𝐾𝑠

𝐾1 × 𝑘2
                                                                                             (20) 

Transmitted power (TP) = 11.165 W 

Using a pinion (driving sprocket) with 15 teeth. (assumed) 

According to [6]. 

For electric motor as the input power and smooth driven load, the Service factor (ks) is 1.0 

For chain with single strand, the Multiple strand factor (k1) is 1.0 

For pinion with 15 teeth, the Tooth correction factor (k2) is 0.85 

From equation (20), Rating power (RP) = 
11.165 × 1

1 × 0.85
 = 13.135 W = 13.135 W 

Chain tension (Pc) = 
𝑅𝑃

𝑉
                                                                                                     (21) 

Where V is the maximum velocity of the chain, which is equal to the maximum velocity of the door 

(V = 0.164 m/s). 

From equation (21), Chain tension (Pc) = 
13.135

0.164
 = 80.09 N 

The driving sprocket (pinion) rotate at the same speed with the spindle of the motor (That is, Pinion 

speed (Np) = 229.18 rpm). The closest higher speed in table 14.2 [6] is 300 rpm. At pinion speed of 

300 rpm, the most suited chain drive is 06B. Chain number 06B has a speed of 300 rpm and power 

rating of 0.61 KW. 

Chain number 06B has the following dimensions and breaking load; 

Pitch (p) = 9.525 mm, Roller diameter (d1) = 6.35 mm, Width (b1) = 5.72 mm, Breaking load (WB) 

= 8900 N. 
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Number of links in the chain (Ln) = 2(
𝑎

𝑝
) + (

𝑍1+ 𝑍2

2
) + (

𝑍2− 𝑍1

2𝜋
)2 × (

𝑝

𝑎
)                                    (22) 

Where Pitch (p) = 9.525 mm, Number of teeth of the driving sprocket (pinion) (Z1) = 15 teeth, 

Number of teeth of the driven sprocket (Z2) = 15 teeth, and Using a center distance (a’) of 1550 

mm. (assumed) 

From equation (22), Number of links in the chain (Ln) = 2(
1550

9.525
) + (

15+ 15

2
) = 340.46 

Since the number of links must be even, then, Number of links in the chain (Ln) = 340 mm 

Actual center distance (a) between the driving sprocket and the driven sprocket is given as  

a = 
𝑝

4
{[𝐿𝑛 − (

𝑍1+ 𝑍2

2
)] + √([𝐿𝑛 − (

𝑍1+ 𝑍2

2
)]2 – 8[

𝑍2− 𝑍1

2𝜋
]2)}                                                     (23) 

a = 
9.525

4
{[340 − (

15+ 15

2
)] + [𝐿𝑛 − (

15+ 15

2
)] = 1547.8 mm 

length of the chain (Lc) = Ln × p                                                                                            (24) 

                                     = 340 × 9.525 = 3238.5 mm 

 

2.3.6.2 Selection of sprocket 

Both the driving sprocket and driven sprocket have the same dimensions, Number of teeth of the 

driving sprocket (pinion) (Z1) = 15 teeth. (assumed), Number of teeth of the driven sprocket (Z2) = 

15 teeth. (assumed), Chain pitch (p) = 9.525 mm. (gotten from calculation), Roller diameter (d1) = 

6.35 mm. (gotten from calculation), and Width between inner plates (b1) = 5.72 mm. (gotten from 

calculation) 

Dimensions of the sprockets: 

 Pitch circle diameter (D) = 
𝑝

sin
180

𝑍

                                                                                       (25) 

                                   = 
9.525

sin
180

15

 = 45.81 mm 

Top diameter (Da); 

(Da)max = D + 1.25p – d1                                                                                                  (26) 

            = 45.81 + 1.25(9.525) – 6.35 = 51.366 mm 

(Da)min = D + p(1 - 
1.6

𝑍1
) – d1                                                                                               (27) 

            = 45.81 + 9.525(1 - 
1.6

15
 )  - 6.35 = 47.969 mm 

∴ Top diameter (Da) = 
51.366 + 47.969

2
 = 49.67 mm 

Roller seating radius (ri) = 0.505(d1) + 0.069(∛d1)                                                            (28) 

                                        = 0.505(6.35) + 0.069(∛6.35) = 3.33 mm 

Root diameter (Df) = D – 2ri                                                                                               (29) 

                                          = 45.81 – 2(3.33) = 39.15 mm 

Tooth width (bf) = 0.93(b1)                                                                                                (30) 

Tooth width (bf) = 0.93(5.72) = 5.3 mm 

 

2.3.7 Selection of electric motor 

 

2.3.7.1 Power rating of the motor 

The angular velocity of the motor (𝜔) can be obtained from the relationship below; [6]. 

V = 𝜔 × r                                                                                                                           (31) 

Where V is the maximum velocity of the chain (V = 0.164 m/s), and r is the pitch circular radius of 

the sprocket (r = 22.905 mm). 

From equation (31), 𝜔 = 
𝑉

𝑟
 = 

0.164

22.905 ×10−3 = 7.1616 rad/s 
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The speed (N) required can be obtained from equation (32); 

𝜔 =  
2𝜋𝑁

60
                                                                                                                          (32) 

N =  
60𝜔

2𝜋
 =  

60 ×7.1616

2𝜋
 = 68.39 rpm 

The motor power required is the power to be transmitted by chain drive or the input power (Pin) 

into the drive system as obtained from Equation (19). 

Thus, the power rating of motor (Pm) is 11.165 W. 

The torque (T) required can be obtained from Equation (33), [6]. 

Pm = T × 𝜔                                                                                                                     (33) 

T = 
𝑃𝑚

𝜔
 = 

11.165

7.1616
 = 1.56 Nm 

 

2.3.7.2 Motor Efficiency 

The motor efficiency analysis was done in the manner of [14].  

Motor Efficiency, 𝜂𝑚 = 
𝑊𝑚𝑒𝑐ℎ.

𝑊𝑒𝑙𝑒𝑐𝑡.
                                                                                        (34) 

Motor efficiency is usually between 70% and 96%. [14].  

Where 𝑊𝑚𝑒𝑐ℎ. is the mechanical work output from the motor, and 𝑊𝑒𝑙𝑒𝑐𝑡. is the electrical work input 

to the motor. 

From Equation (34), 𝑊𝑒𝑙𝑒𝑐𝑡. = 
𝑊𝑚𝑒𝑐ℎ.

𝜂𝑚
 

Using a motor efficiency of 85% (Assumed), and 𝑊𝑚𝑒𝑐ℎ.of 11.165W  

 𝑊𝑒𝑙𝑒𝑐𝑡. = 
11.165

0.85
 = 13.14W 

 

2.4 Duration of operation of the door with battery 

 

To ensure a continuous operation of the smart door when there is a power outage from the main 

power source, an alternative source for electric power supply has to be made through the use of 

batteries. A set of ten batteries with voltage rating of 6v and battery capacity of 5Ah each, was 

selected to serve as a backup for the system. The analysis and the formulas in this section were in 

the manner of [15]. These batteries are connected in series. 

Total output voltage (V) = 𝑉1 + 𝑉2 + …. + 𝑉10                                                        (35) 

Where 𝑉1 = 𝑉2 = 6 volts 

∴ V = 10 × 6 = 60 volts 

The duration (Time, t) of operation of the smart door using battery as alternative source of power 

supply is calculated as follows; 

Power (Ps) = IV                                                                                                         (36) 

Where V is the voltage to be supplied by the battery (60V), Ps is the power required by the system 

(15W), and I is the current. 

From Equation (36); I = 
𝑃𝑠

𝑉
 = 

15

60
 = 0.25A 

Battery capacity (𝐶𝑏) = It                                                                                         (37) 

t = 
𝐶𝑏

𝐼
  

where battery capacity (𝐶𝑏) = 5Ah, Current (t) = 0.25A, Time (t) =? 

∴ t = 
5

0.25
 

t = 20h 

The duration of operation of the door with battery is 20 hours. 
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2.5 System efficiency 

 

System efficiency, 𝜂𝑠 = 
𝑊𝑜𝑢𝑡𝑝𝑢𝑡

𝑊𝑖𝑛𝑝𝑢𝑡.
                                                                              (38) 

Where 𝑊𝑜𝑢𝑡𝑝𝑢𝑡 is the work output from the system (10.83W), 𝑊𝑖𝑛𝑝𝑢𝑡. is the electrical work input to 

the system (15W)  

Then, System efficiency, 𝜂𝑠 = 
𝑊𝑜𝑢𝑡𝑝𝑢𝑡

𝑊𝑖𝑛𝑝𝑢𝑡.
 = 

10.83

15
 = 0.722 

The efficiency of the system is 72.2%. 

 

2.6 Projections 

 

 
 

Figure 3 Orthographic views of the smart door. 
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Figure 4 Exploded view of the self-opening and closing door 

 

2.6 Operating process of the self-opening and closing door 

 

The smart door is an automated door system which senses the motion of a person approaching the 

door. The motion of the person is detected by a passive infrared sensor (PIR Sensor) mounted at the 

top of the door frame. The PIR sensor detects the motion of the person, within the sensor’s field of 

view, through the thermal energy radiated from the person. The signal from the sensor is sent to the 

microcontroller which then initiate the rotation of the motor. The rotational motion of the motor is 

transmitted through the chain drive (a roller chain and two sprockets of the same specifications) to 

the door. This transmitted motion causes the door to slide open. The door remains opened for a 

predetermined period of time (4 seconds), called the delay-time, to allow the person to fully pass 

through the door before shutting or closing. This delay-time is adjustable. The sliding door starts its 

motion with a maximum velocity and gradually come to rest with a lesser velocity. This 

functionality was achieved through the use of limit switches. There are two sets of limit switches 

used to achieve this process. The first set are contact sensors (two in number) installed at both 

extreme of the track. The other set are proximity sensors (two in number) installed in between the 

two contact sensors. The proximity sensors are installed at a distance of 100mm from each of the 

contact sensors. The door starts its motion with a maximum velocity and switches to a lower velocity 

on getting to the proximity sensor. When the door gets to the position of the proximity sensor, the 

sensor sends a signal to the microcontroller which switches the velocity of the door to a lower 

velocity through a set of relays. The door comes to rest, slowly, when it gets to the contact sensor. 

The contact sensor sends signal to the microcontroller which switches the velocity of the door to 

zero through a relay. The door remains stationary at the fully open position for 4seconds (which is 

the delay-time) to allow the person to pass through the entryway. This delay-time can be adjusted 

using the timer. After which, the timer sends signal to the microcontroller which changes the 
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velocity of the door from zero to a maximum velocity through the relay. The maximum velocity of 

the door changes to a lower velocity on getting to the second proximity sensor at the other end of 

the track. Gradually, the door comes to rest at the fully closed position with the lower velocity on 

getting to the second contact sensor. This whole process is repeated when the PIR sensor detects the 

motion of a person approaching the door. 

 

3.0 Result and Discussion  

The results gotten from the test carried out on the self-opening and closing door are discussed as 

follows; 

The highest distance from the door in which a person’s movement can be detected by the system 

was measured to be 410cm. 

The time taken for the door to become fully opened (the door opening time) when someone walks 

towards the door was measured (Table 1) and the average was taking to be 6.5 seconds. 

 

Table 1 Door Opening Time. 

    

 

 

 

 

 

 

 

 

 

 

 

The time taken for the door to returned from its fully opened position to its fully closing position 

after an individual has passed through the door was measured (Table 2) and the average was taking 

to be 6.27 seconds. 

Table 2 Door Closing Time. 

S/N Door Closing Time (𝒕𝒄) 
            (seconds 

1 6.41 

2 6.13 

3 6.30 

4 6.40 

5 6.25 

6 6.35 

7 6.20 

8 6.15 

 

The door delay time at the fully opened or closed position was measured (Table 3) and the average 

was taking to be 4.13 seconds. 

 

 

 

S/N Door Opening Time (𝒕𝒐) 
            (seconds) 

1 6.50 

2 6.80 

3 6.35 

4 6.70 

5 6.40 

6 6.55 

7 6.30 

8 6.40 
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Table 3 Delay Time. 

S/N Delay Time (𝒕𝒅) 
     (seconds)  

1 4.03 

2 4.30 

3 4.23 

4 4.05 

5 4.15 

6 4.10 

7 4.20 

8 4.00 

 

The door maximum velocity was obtained from the ratio of the distance covered by the door to the 

time it takes, at high velocity. The maximum velocity is 0.170m/s. Also, the door minimum velocity 

was obtained from the ratio of the distance covered (0.1m) by the door to the time it takes (2.15 

sec.), at a lower velocity. The minimum velocity is 0.047m/s. The time taken for the door to 

complete its operational cycle is the total time taken by the door to move from its closed positon to 

the fully opened position and return back to its fully closed position. Its value was obtained to be 

16.90 sec. The desired or design value of some of the design parameters were compared with their 

actual values. The actual values were obtained from the test results. Table 4 shows the deviation of 

the actual values from the design values. 

 

Table 4 Deviation of the Actual values from Design values of some Design Parameters. 

S/N Design Parameters Design Value Actual Value Deviation Percentage Deviation 

1 Door opening time 7.00 s 6.50 s 0.5 s 7.69 % 

2 Delay time 4.00 s 4.13 s 0.13 s 3.15 % 

3 Maximum velocity 0.164 m/s 0.170 m/s 0.006 m/s 3.53 % 

4 Minimum velocity 0.04 m/s 0.047 m/s 0.007 m/s 14.89 % 

5 Total time 18.00 s 16.90 s 1.1 s  6.51 % 
 

From Table 4, it is obvious that the deviations of the actual values from the design or desired values 

are small. Thus, the deviations can be considered negligible. 

 

4.0 Availability analysis and Reliability analysis 

 

4.1 Availability analysis 

 

The availability analysis of the door was done in accordance to [16]. Considering a period of 30 

days (720 hours), the availability analysis of the smart door is as follows 

Time spent during preventive maintenance = 4 hours and the Breakdown time = 2 hours. Therefore, 

System downtime = 4 + 2 = 6 hours          

System uptime = 720 – 6 = 714 hours                

Availability, A = 
𝑢𝑝𝑡𝑖𝑚𝑒

𝑢𝑝𝑡𝑖𝑚𝑒+𝑑𝑜𝑤𝑛𝑡𝑖𝑚𝑒 
 ………………………………………….…………(4.1) 

Availability, A = 
714

714+6
 = 0.9917                        

Therefore, the availability of the system within a period of 30 days (720 hours) is 99.17%. 
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4.2 Reliability analysis 

 

The availability analysis of the was done in accordance to [17, 18]. The reliability analysis for the 

door system for a period of 30 days (720 hours) is as follows; 

Period under consideration (time), t = 30 days, Initial number of live components (at time, t = 0), 

𝑁𝑖= 34 components, Number of survived live components (after time, t), 𝑁𝑠 = 32 components, and 

Number of failing components (after time, t), 𝑁𝑓 = 2 components. 

Failure rate, λ = 
𝑁𝑓

𝑁𝑖 ×  𝑡
 ………………………………………………………….… (4.2) 

                    =  
2

34 ×  30
 = 1.961  ×  10−3 per day 

Reliability, R = е−λt …………………………………………………………......... (4.3) 

                   = е−(1.961  × 10−3 × 30) = 0.943               
The reliability of the door system is 0.943. Thus, the system is 94.3% reliable. 

 

5.0 Conclusion  

A smart door was successfully design, fabricated, and tested. The smart door was able to eliminate 

the difficulties encounter by physically challenge persons when using manually operated doors, the 

risk of cross-contamination (due to human-to-door contact) in places like laboratories, hospitals etc., 

the cost of hiring persons to open doors for clients, and to enhance the ease and speed of human and 

goods movement in work places since there is no obstruction to movement.  Also, the availability 

and reliability analysis was carried out. The smart door is 94.3% reliable and 99.17% available. 

 

Nomenclature 
H                          Height 

b                          Width 

𝑡ℎ                         Thickness 

𝑀𝑔                        Mass of door panel 

𝑊𝑔                        Weight of door panel 

L                          Total length of steel material 

𝑀𝑓                        Mass of frame 

𝑊𝑔                        Weight of frame 

W                         Total weight of the door 

𝐹1                         Force on hinge A 

𝐹2                         Force on hinge B 

𝑃𝑙                           Dynamic load 

C                           Dynamic load capacity 

L10                       Rating life of bearing 

𝜐                           Race-rotational factor 

Fr                          Radial load 

d                            Bore diameter 

𝐷𝑜                         Outer diameter 

B                           Bearing axial width 

𝑉𝑚𝑎𝑥                      Maximum velocity  

𝑽𝒎𝒊𝒏                      Minimum velocity 

𝑃𝑖𝑛                          Input power  

𝑃𝑜𝑢𝑡                        Output power 

RP                         Rating power 
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TP                         Transmitted power 

K1                         Multiple strand factor 

K2                         Tooth correction factor 

Pc                          Chain tension 

Ln                          Number of links 

p                            Pitch 

Z                           Number of teeth 

a                            Center distance between sprockets 

Lc                          Length of chain 

r                             Pitch circular radius 

D                           Pitch circular diameter 

Pm                         Motor power rating 

N                           Speed 

T                           Torque 

𝑊𝑚𝑒𝑐ℎ.                  Mechanical work output 

𝑊𝑒𝑙𝑒𝑐𝑡.                   Electrical work input 

Ps                          System power 

V                           Output power 

I                             Current 

𝐶𝑏                           Battery capacity 

t                             Time 

𝑁𝑠                           Number of survived live components 

𝑁𝑖                           Initial number of live components 

𝑁𝑓                          Number of failing components 

R                            Reliability 

A                          Availability 

 𝑡𝑜                         Door opening time 

𝑡𝑐                          Door closing time 

𝑡𝑑                         Delay time 

𝑅𝑁                        Normal reaction 

P                           Rolling resistance 

Fa                         Accelerating force 

 

 

Greek letters 

 

𝜌                          Mass density 

𝜂𝑇                        Transmission efficiency 

𝜔                          Angular velocity 

𝜂𝑚                        Motor efficiency 

𝜂𝑠                         System efficiency 

λ                           Failure rate 

∅                          Angle 
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Abstract 

Mild steels are increasingly being imported and locally produced in Nigeria as a result of industrialization. They 

are useful in various applications like railway, buildings, bridges, port construction e. t. c. where they may be 

subject to corrosion attack. Corrosion can be controlled or reduced through the use of suitable and locally 

available coatings. Nanoparticles due to their large surface areas have been shown to be excellent materials as 

they are good absorbents of coating pigments. Egg shells are readily available and easily accessible in Nigeria 

and they contain calcium which easily combine with epoxy to give compounds resistant to corrosion attack. The 

effect of the addition of eggshell ash nanoparticles (ESAnp) in epoxy as a coating for mild steel was studied. 1, 2, 3 

and 4wt% Eggshell ash nanoparticles were added to epoxy. The coating was done using spraying method Corrosion 

protection efficiency of 95.42% was obtained for the mild steel when coated with epoxy-4wt%ESAnp. The substrate 

showed more tendencies to pitting than the coated samples. This study has established that epoxy-4wt%ESAnp have 

good anti-corrosion properties. 

Keywords: Mild steel, Nanoparticles, Epoxy, Eggshell ash, Corrosion protection. 

 

1. Introduction  

 In recent times several techniques have been used to protect metals from corrosion which include 

polymeric coatings are most widely used technique to control corrosion of metal structures due 

to their ease of application at reasonable cost. The coating efficiency is mostly dependent on 

basic properties of the organic film like barrier effect and the presence of inhibitors or sacrificial 

pigments and the interface interaction in terms of adherence [1]. Epoxy has been widely used as 

a coating material to protect the steel reinforcement in concrete structures, because of its 

outstanding processability, excellent chemical resistance, good electrical insulating properties, 

and strong adhesion/affinity to heterogeneous materials. Epoxy coatings generally reduces the 

corrosion of a metallic substrate subject to an electrolyte in two ways. First, they act as a 

physical barrier layer to control the ingress of deleterious species. Second, they can serve as a 

reservoir for corrosion inhibitors to aid the steel surface in resisting attack by aggressive species 

such as chloride anions [2]. 

Nanoparticles are generally considered to be a number of atoms or molecules bonded together 

with radius of 100nm. Nanoparticles find relevance in corrosion resistant, erosion-resistant and 

wear-resistant environments [3]. 

Nanoparticles are being incorporated into epoxy matrices as filler to improve the mechanical, 

rheological, anticorrosive, and light-resistance properties. Especially nano metal oxides such as 

TiO2, Fe2O3, ZnO, SiO2, Al2O3, CaCO3 and zirconia have been used as   nano filler for corrosion 

protection on mild steel for more than a decade [4]. Eggshells are mainly composed of calcium 

carbonate and the membrane contains protein [5].

http://www.nipesjournals.org.ng/
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The objective of this work is to evaluate corrosion performance of epoxy-egg shell ash 

nanoparticle coating for mild steel being that egg shell contains calcium carbonate in high 

proportion. The produced nanoparticles were characterized using XRF (X-ray fluorescence), FT-

IR (Fourier transform infrared spectroscopy), XRD (X-ray diffraction), and SEM (Scanning 

electron microscopy) techniques. 

 

2.   Materials and Method 

2.1 Materials  

The eggshells were obtained from a local tea seller in Benin City, Nigeria, the epoxy (LY 556), 

chemically belonging to the epoxide family was used in the present work. Its common name is 

Bisphenol-A-Diglycidyl-Ether. hardener tri-ethylene-tetramine (TETA) designation HY 951 was 

purchased from Chemical shop in Warri Delta State Nigeria.  

 

 
Figure 1: Eggshell 

 

 

2.2 Method 

To detach the membranes from the shells, the eggshells were washed using water and thereafter 

dried and ball milled into eggshell powder particles and then they was packed in a graphite 

crucible before firing in a carbolite electric resistance furnace at a temperature of 500°C for 4hrs 

to produce carbonized eggshell ash [6]. Mild steel with compositions shown in Table 1 was used 

in this work. The mild steel was grit blasted at a pressure of 3 kg/cm2 using alumina grits having 

size of around 60 μm size. The grit blasted sample was cleaned in an ultrasonic cleaner and the 

weight of each cleaned specimen was taken by using a precision electronic balance with ± 0.1 

mg accuracy. 

 

Table 1: Chemical composition of the mild steel  

 

Metal Elements                                                    Percentage (%) 

 

1. C                                             0.130 

2. Si                                              0.153 

3. Mn                                         0.630 

4. P                                             0.060 
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5. Cu                                      0.040 

6. Al                                                     0.030                         

7. S                                           0.010 

8. Cr                                       0.010 

9. Ni                                         0.020 

10. Mo                                                0.01 

11.       W                                                               0.088 

12. Fe                 balance 

 

2.3.3 Production of the Nanoparticles 

The sol gel method was used in the production of egg shell ash nanoparticle. Particle size and 

morphology of produced nanoparticles was examined by TEM (Jeol, JSM2010) using a 200 keV 

electron beam. Mini Pal compact energy dispersive X-ray spectrometer (XRF) was used for the 

elemental analysis of the produced nanoparticles. The eggshell ash nanoparticles were 

continuously sonicated in ethanol solvent by ultrasonic waves using sonicator equipped with a 

titanium probe with a diameter =13 mm) for 15 minutes. The uncured epoxy (LY556) and its 

corresponding hardener (HY 951) were mixed in a ratio of 2:1 by weight as per recommendation. 

Then 1, 2, 3 and 4wt% ESA nanoparticles was added to the epoxy mixture and stirred up to a 

speed of 1200 rpm for 15 minutes, then the coating mixture was applied to the steel substrate by 

using spray gun and then kept in a dry place at room temperature for 7 days to allow full curing. 

(Figure 2). 

 

 
Figure 2: Photograph of the coated samples 

 

The thickness of the coatings was measured by cutting each sample into two halves 

(perpendicular to its length) using a TechCut 4 low speed saw from Allied High Tech. 

Productions Inc. The thickness of the coatings was calculated by taking the mean of three 

thickness values on each sample. The X-ray diffraction (XRD) patterns of the samples were 

determined by  X‟PertPro PANalytical, LR 39487C. XRD diffractometer using Cu Kα radiation 

(40 kV, 40 mA). The surfaces of the coating specimens were examined directly by scanning 

electron microscope. The specimens were cleaned thoroughly with acetone before being 
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observed under scanning electron microscope.  The portable Rockwell hardness machine was 

used to determine the hardness values of the samples. The coating adhesion strength was 

determined using universal testing machine PC-2000 Testometric testing machine.  

 

3. 0 Results and Discussion 

The morphologies of the Eggshell ash nanoparticles by transmission electron microscope/ 

energy dispersive spectrometry (TEM/EDS) is shown in Figures 3.  The nanoparticles were 

observed to be solid in nature, but irregular in size. Spherical shape particles can also be seen. 

The average particle size obtained was 91.34nm.  

 

 
Figure 3: TEM/EDS of the Microstructure of the ESAnp 
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It was observed that the micro-analysis of the EDS of the ESAnp revealed the presence of C, Al, 

Ca and O. The higher peak of calcium (Ca) and in Figure 3 was as a result of the fact that the 

major constituent of ESAnp which is calcium. Also the presence of high peak of oxygen (O) may 

confirm that the various elements in the egg shell ash and palm kernel ash are not pure. The high 

carbon obtained in both samples is due to the effect of carbonization at high temperature. This is 

similar to the work of [7]. 

Figure 4 displayed the percentage by weight gain of the coating samples, while Figure 5 and give 

the coating thickness of the coated samples. Figure 4 it was observed that the weight increases as 

the wt% of ESAnp was increased, that is weight gained of: 1.92, 2.36, 2.38 2.71, 2.83% was 

obtained with epoxy/ESAnp coating. Similar pattern was obtained for the coating thickness. A 

99.6, 130, 135, 170, 184.6 µm was obtained with epoxy/ESAnp coating. Increases in both weight 

gain and coating thickness could be attributed to the facts that ESAnp was able to cover the 

surface of the mild steel. 

 

 
Figure 4: Percentage by weight gain of the sample 
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Figure 5: Coating thickness of the sample 

 

In the Open-Circuit Potential plots shown in Figure 6, the mild steel without coating was 

observed to have the lowest potential of all the samples. Disparity was observed in the potential 

of the mild steel and the coated specimens, with that of the coated specimens tending with 

respect to the positive axis and that of mild steel tending with respect to the negative axis. 
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Figure 6: Open circuit potential for epoxy- egg shell ash nanoparticles coating 

 

The investigation of the corrosion rate of the coating was carried out in simulated sea water using 

Tafel polarization curve. The Tafel polarization curve is shown in Figures 7 and the outcomes 

obtained are shown in Table 2. From Table 2, it was observed that corrosion current of the 

samples coated was lesser than that of mild steel alone, and the potential samples coated tending 

with respect to the positive axis and that of mild steel tending with respect to the negative axis of 

the graph. This established that the developed coating can improve the corrosion protection of 

the sample. From Figures 7, the observation showed that the mean potential for mild steel moved 

towards a lesser potential and elevated current density. With increase in %weight Eggshell ash 
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nanoparticles, the corrosion potential as well as the corrosion resistance of the samples increased.
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Figure 7: Tafel polarization curves for epoxy-eggshell ash nanoparticles composite coating 

 

From Figures 8-11 shows the corrosion potential, current density, polarisation resistance and 

corrosion rate of the samples.  Comparing Figure 8 and Figure 9, it can be seen that there is a 

comparable drift, meaning the higher the polarisation and potential resistance the lesser the 

corrosion rate and current density. This trend was anticipated since the lesser the potential the 

higher the predisposition for corrosion to occur.  For mild steel, the corrosion potential was -

0.385 the values increased to -0.289, -0.197, -0.165, -0.164 and -0.159 for epoxy-egg shell ash 

nanoparticles at 0, 1, 2, 3, and 4wt%  (Table 2).  Furthermore, the corrosion rate of the mild steel 

was 1150mpy this decreased to 921, 775, 293.8, 111.7 and 52.66 for epoxy- Eggshell ash 

nanoparticles at 0, 1, 2, 3 and 4wt%.  A corrosion protection efficiency of 95.42 was obtained for 

the mild steel when coated with epoxy-4%wt Egg shell ash nanoparticles. 

 

Table 2: The Tafel extrapolation results of the specimens 
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Specimen Ecorr(V)/ 

Ag/AgCl 

Icorr 

A/cm2 

Βc Βa Rp(Ω.cm2) CR(mpy) 

             Epoxy- Egg shell ash nanoparticles coating 

Mild steel -0.385 3.84E-3 5.810 10.757 8.7 1.150E3 

Epoxy-0%wt Egg 

shell ash 

nanoparticles 

-0.289 2.13e-3 8.671 4.938 9.8 9.21E2 

Epoxy-1%wt Egg 

shell ash 

nanoparticles 

-0.197 1.319E-3 8.719 0.971 10 7.75E2 

Epoxy-2%wt Egg 

shell ash 

nanoparticles 

-0.165 5.164E-4 9.559 1.099 31 2.938E2 

Epoxy-3%wt Egg 

shell ash 

nanoparticles 

-0.164 5.061E-4 9.434 2.996 52.3 1.117E2 

Epoxy-4%wt Egg 

shell ash 

nanoparticles 

-0.159 2.36E-4 3.152 9.857 141.3 5.266E1 

 

 

 

 Figure 8: Variation of corrosion potential with percentage weight of coating materials 
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   Figure 9: Variation of corrosion resistance with percentage weight of coating materials 

 

 

 
 

Figure 10: Variation of corrosion current density with percentage by weight of coating 

materials 
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Figure 11: Variation of corrosion rate with percentage weight of coating materials 

 

 

Figure 12: Scanning Electron Microscopy corrosion worn surface of the uncoated mild 

steel 
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In studying the corrosion surface of mild steel as well as its composite coatings at 0wt% and 

4%wt Egg shell ash nanoparticles formulation, scanning electron microscope was used. It was 

seen that mild steel showed higher tendency to pitting corrosion than the samples that are coated 

(Figure 12).  

The corroded surface of the coated sample revealed that the coating was not detached from the 

surface of the mild steel as a result of corrosion attack. The coating helped to cover the surface of 

the mild steel and made it passive to corrosion attack. (Figures 13).  

 
Figure 13: Scanning Electron Microscopy corrosion worn surface of the epoxy-4%wt Egg 

shell ash nanoparticles coated mild steel 

 
The method of the corrosion of materials in sea water involves vigorous disbanding of mild steel 

in subsea water as well as electron discharge [8]. This is shown in Equations 1-2  
 

Fe + H2O +Cl-----------------------[FeClOH]ads                                  (1) 

[FeClOH] +H+ ---------------------Fe2+ +Cl- +H2O                      (2) 
 

There was a huge amount of pits enveloped by iron oxide film showing that pit creation under 

these circumstances occurred at some point in the exposure time while iron oxide built up on the 

surface (Figure 12).  

The sample of the composite coating contained hard phases and made the degree of damage on 

the sample surface low (Figure 13).  
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4. Conclusion  

Eggshell ash was successful developed as nanoparticles using the sol-gel method, 

Characterization of the nanoparticles as well as the coating of the mild steel was also 

successfully done and the following conclusions were obtained: 

1. The coating thickness increases with increases in weight percent of Eggshell ash nanoparticles 

2. The coating helped to cover the surface of the mild steel and made it passive to corrosion attack  

3. A Corrosion protection efficiency of 95.42% was obtained for the mild steel when coated with 

epoxy-4%wt Eggshell ash nanoparticles. 
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Abstract 
The aim of this study is to comprehensively investigate the public-private partnership (PPP) model that can be used to 

fund subnational and municipal public infrastructure projects as well as using it as a veritable tool for a sustainable 

energy mix in the contemporary socio-political era. Concurrent Triangulation Design (CTD) was used to gather data, 

analyze and merge final results. The model had phase 1 and 2 comprising of the quantitative and qualitative phases 

respectively. The four PPP models: Design, Build Finance Operator and Transfer (DBFOT), Operate Maintain and 

Transfer (OMT), Build Lease Operate and Transfer (BLOT) and Build Operate and Transfer (BOT) selected were 

analyzed using regression coefficient. A Standard deviation of 0.19508 shows that the Standard Deviation is less than 

1, Coefficient of Variation < 1. The low variance recorded showed that DBFOT recorded the highest response showing 

that DBFOT model as the chosen in the model can be used as a veritable tool for a sustainable energy mix in municipal 

public private infrastructure project. DBFOT recorded 83.92% of respondents, BLOT had 8.93%,OMT had 5.36% and 

BOT had 1.79%, of respondents. The established funding model DBFOT in this study will be adequate in constructions 

of industrial waste facility, operate, maintain and provide a sound financial mechanism for industrial waste project.  

 

Keywords: Sustainable energy mix, PPP: Public-private partnership, DBFOT: Design Build Finance Operate and 

Transfer, BLOT: Build Lease Operate Transfer, OMT: Operate Maintain Transfer, BOT: Build Operate Transfer and 

Concurrent triangulation design (CTD) 

 

1.0.Introduction 

Public-private partnership model is a funding model that finances projects. Financing waste to-

energy projects with service provided by the private sector entity using the facility for a long term 

with operations standards [1].  In terms of energy mix, circular economy and energy recycling in 

Europe looked into municipal solid-waste management and waste to energy issues in terms of 

public-private partnership. Waste facilities were constructed, and a good financing mechanism was 

structured [2]. Public-private partnership has revolutionized the world through provision of 

infrastructure and project management [3]. The development of the urban environment using land 

property or facilities controlled by public sector and provision of funding by the private sector, have 

developed the urban environment and improved infrastructures. Public-private partnerships in urban 

waste water management was investigated using Adelaide experience and lessons for developing 

countries [4]. Research was done on PPP relationship building and how the romance of public – 

private partnership can be kept alive to improve infrastructural development and funding 

mechanisms of industrial projects [5]. China has done a lot in the area of Public – Private Partnership 

for improving the waste-to-energy incineration industry. The status of waste-to-energy, the 

opportunities from waste-to-energy as it impacts the Chinese economy and the challenges of waste-

to-energy incineration were critically looked into [6]. The reason for public private partnership, 

viewing the policy perspective and the prospects of PPP were critically examined by looking into 

the ‘what’ and ‘why’ of PPP policy perspective. Issues of operating services, operating standards 

and pricing were resolved [7]. 

 

1.2. Municipal Public Infrastructural Projects: Public infrastructure procurement practice and 

challenges as studied by [8], revealed that public infrastructure plays a pivotal role in eradicating 

poverty and development of human capacity, owners were advised to release contract finds early 

enough for proper execution of projects. The law No. 73/7 of 7th December, 1973 on the preferential 

http://www.nipesjournals.org.ng/
mailto:queeneth.omoyibo@iuo
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claim of the treasury to safeguard public funds by municipal councils should be effectively 

implemented. 

 

1.3. Gaps of Present Research: Some study examined the matrices of performance for the existing 

energy resource in terms of a sustainable energy solution for an envisaged energy market.  A side 

from funding, energy is a vital agent in public-private partnership as power drives the industrial 

sector. This study seeks to investigate the public-private partnership (PPP) model that can be used 

to fund subnational and municipal public infrastructure projects as well as using it as a veritable tool 

for a sustainable energy mix in the contemporary socio-political era. 

 

1.4. Energy mix 

Energy mix is all direct use of energy in housing, use of energy in industrialization, energy sources 

from coal, oil, gas, nuclear, hydropower, solar etc. Energy mix of Nigeria is the specific combination 

of the different sources of energy used to meet her energy consumption needs especially for 

industrial purposes. Energy consumption needs: Energy used for industry purposes as PPP is a 

partnership before the public and private sector.   

The present energy scenario and future energy mix of Bangladesh and her indigenous fuels, played 

a major role in electricity generation which led to the diversifiable of existing primary energy mix 

for ensuring long-term energy security. Bangladesh utilized renewable energy (solar energy) and 

imports large hydropower from neigbhouring countries through grids in the regions [11]. 

The study examined the matrices of performance for the existing energy resource. A long term 

sustainable energy solution in Bangladesh’s energy market was envisaged.  A side from funding, 

energy is a vital agent in public-private partnership power drives the industrial sector. Fossil fuels 

are the main source of energy for generating electricity. Industrial projects need sustainable energy 

(power) to function effectively. Sustainable energy mix is all renewable energy-hydroelectricity-

wind biomass– wave/tidal that are of different energy sources used to meet energy needs in a region 

(generating power) to generate electricity supply to industries that can be replenished within a 

lifetime with no damage on the long run, to the planet. 

 

1.5. Public private partnership models 

Public-private partnership modes are models of funding public infrastructure project. The main 

principles of PPP are investing in projects, using main power, materials, budget and knowledge [9]. 

The private and public partners contribute to the society and do soon a commercial note. PPP are 

beneficial in a number of usage which are: Risk sharing, completing projects on a timely basis, 

funding some of the demerits are: limited influence by public sector, models adopted and 

investigated in this research are: Build Lease Operate Transfer (BLOT)., Design Build, Finance, 

Lease, Operate and Transfer (DBFLOT) and Operate Maintain and Transfer (OMT) and Build 

Operate and Transfer (BOT). 

 

1.6. Build Lease Operate and Transfer (BLOT): A public private partnership model Build Lease 

Operate and Transfer (BLOT) is a model where a private contractor builds, handle the industrial 

municipal infrastructure project on a leaded public land and operates the facility for the duration of 

the lease once the lease is complete, and ownership is transferred to the public entity or client. A 

private organization designs the finance and builds a facility on a leased public land for the duration 

of the lease and then transfer ownership to the public organization. 

BLOT model is transparent in operations and focus on core business of the cheat BLOT is a strategic 

partnership where a multi-disciplinary team with skill sets come together to operate and transfer. 

One may transfer the team to one’s location and place the workforce on one payroll at the end of 

the project option 1 for option 2, one may continue with some contract and option 3. The team may 

be transferred to one’s payroll and continue to lease the facility the BLOT model. 

 



 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

309-317 

311 

 

1.7. Design Build Finance, Operate and Transfer Model (DBFOT) Project delivery scheme 

involving designing building an infrastructure, operating this structure for a specific time frame and 

transferring the ownership of the project to the government after specific time frame. It involves a 

private sector awarded a contract to design, construct, finance, and operate a major project with 

conditions of agreement with considerations as: The private sector may be paid by the government 

agency from fees collected from the projects. End users while government retains ownership of the 

projects. It transfers procurement route is a PPP which involves private finance initiative (PFI). For 

design, a public body enters into a single contract, construction and full/partial private financing of 

a public-private facility over a contractual defined term. The main contractor is appointed to design 

and construct the works as opposed to a traditional contract, where the client appoints consultants 

to design, and the contractor assigned to construct the works. 

 

1.8. Operate Maintain and Transfer (OMT): Operate maintain and transfer (OMT) model uses a 

tender process, toll contractors are appointed on an annual basis. 

BLOT Build Lease Operate and transfer is a PPP model where a private contractor finances the 

building of an industrial waste management project on behalf of a public sector partner and 

thereafter, lease out the project to the client for a predetermined period or lease period. 

The client occupies the project and pays rent to the contractor for a minimum term under a lease 

hold agreement. The level of the rent is generally a function of the total development costs including 

acquisition of the land, design, constructing and operating cost of the project. The contract transfers 

the ownership of the project to the client for a price that was agreed on previously. During the lease 

period, the client handles operations while the contract handles maintenance at the end of the 

agreement, maintain reverts back to the client. 

 

1.9. Build operate and Transfer (BOT): Build operate transfer is a method of delivering a project 

for an infrastructure project of a large scale. The public sector gives concession to a private entity 

to construct, design, finance, own and operate the project as stated in the concession contract. 

 

2.0. Methodology 

This survey adopted a survey research design sorted to examine four PPP models namely DBFOT, 

BLOT, OMT and BOT, and how an established PPP model can be used as a veritable tool for 

sustainable energy mix in sub-national and municipal public infrastructure project. It made use of 

both qualitative and quantitative methods using primary data from a three (3) months extensive field 

investigation through administering of questionnaires, in-depth interviews on focus groups, and use 

of secondary data from journal articles, books, and internet to explore the research findings. 

 

 

 

2.1. Concurrent Triangulation Design  

The concurrent triangulation design (CTD) was used to analyze data in this study where both 

quantitative analysis using closed ended questions structured in a questionnaire survey and 

qualitative analysis using in-depth interview method with a thematic analysis. 
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    Merged results     Results 1 + Results 2  

   Phase 1 + phase 2 

 

 

            Qualitative                          Phase 1: In depth Interview                  Results 2              

            Analysis                               (Thematic analysis) 

 

          Quantitative                        Phase 2: Questionnaire                        Results 1 

           Analysis        use of survey questions) 

 

 

Figure 1:  Concurrent Triangulation Design (CTD)   source: [7] 

A dedicated e-mail address was uploaded with a list of 3000 recipients imported from a CSV file 

closed ended questions in a questionnaire was distributed. 

 

Phase 1: Quantitative analysis was carried out for a population of 300 respondents. 300 

questionnaires were administered; only 260 questionnaires were answered and returned with 40 

questionnaires unanswered. 

 

Phase 2: For the qualitative analyses, in-depth interviews were conducted for a sample size of 30 

respondents. Only 20 in-depth interviews were recorded and analyzed. 

A total of 280 responses were merged, analyzed and recorded. A five point likert scale of strongly 

Agreed (1), Agreed (2), disagreed (3), strongly disagreed (4) and Undecided (5) were used to check 

for consistency of respondents on subject matter and validation was carried out. The data collected 

was in two sections. Section A contained socio-demographic characteristics of the respondents and 

section B examined the industries in Benin metropolis of Edo State, Nigeria. 

 

3.0 Results 

Table 1: Table of questionnaires and in-depth interviews found useable for PPP models. 

Concurrent triangulation design (CTD) (merged results (R1 + R2) 

S/N PPP models Respondents % 

1. BLOT 25 8.93 

2. DBFLOT 235 83.92 

3. OMT 15 1.79 

4. BOT 5 1.79 

 Total 280 100% 

 

Table 2:  Questionnaires (R1) 

S/N PPP models Respondents % 

1. BLOT 24 9.23 

2. DBFLOT 208 80.00 

3. OMT 13 5.00 

4. BOT 5 1.92 

Results. 
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 Total 260 100% 

Table 3:  In-depth Interview (R2) 

S/N PPP models Respondents % 

1. BLOT 1 5 

2. DBFOT 17 85 

3. OMT 2 10 

4. BOT 0 0 

 Total 20 100% 

 

Table 4: Section A: Socio-demographic Characteristics of respondents (280 persons) 

 Response Frequency Percentage 

Age as at last birthday 28 – 37 05 1.786% 

38 – 47 166 59.285% 

48 – 57 70 25.000% 

58 – 67 20 7.143% 

Above 68 years 19 6.786 

 280 100% 

Educational Qualification OND 10 3.571% 

HND 40 14.285% 

B.SC 200 71.428% 

Masters 10 3.571% 

Ph.D. 20 7.145% 

 280 100% 

Religious affiliation Christianity 210 75.00% 

Islam 65 23.210% 

Traditional religion 5 1.790 

 280 100% 

Field work, 2021 

 

Objective 1: To examine the perceptions of engineers on public – private partnership models in the 

area of municipal public infrastructure projects. 

Objective 2: To determine the PPP model that can be used to achieve a sustainable energy mix for 

municipal projects. 

Section B: Selecting the most appropriate PPP model that will be a veritable tool for sustainable 

energy mix for municipal public infrastructure project. 

 

Table 5:  Perceptions of Engineers on the public – private partnership models 

 Responses Frequency Percentage 

Have you heard of public – private 

partnership (PPP) 

Yes 274 97.86 

No 6 2.14 

If yes, what is PPP A partnership plan for infrastructure 

development, using private funding 

201 71.8 

 A partnership plan that encourages 

innovations utilizes assets and 

contributes to societal development 

40 14.3 

 A partnership that involves government 

and private person working together to 

deliver infrastructural projects and 

developing human capacity. 

39 13.9 

  280 100% 

PPP models. 

DBFOT – Design Build Finance, 

Lease Operate and Transfer 

Yes 

 

 

277 

 

 

98.93 
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BLOT – Build Lease Operate and 

Transfer 

BOT – Build Operate Transfer 

OMT – Operate maintain and 

transfer 

 

No 

 

 

- 

 

- 

 

3 

 

 

- 

 

- 

 

1.07 

 

 

- 

 

- 

Have you heard of these models? 

Which of these models is ideal for 

industrial development 

DBFOT 

BLOT 

OMT 

BOT 

225 

35 

15 

5 

 

 280 100% 

The DBFOT uses the private 

finance initiative (PFI). The private 

sector is highly involved. 

Yes 

 

No 

280 

 

0 

100 

 

0 

  280 100% 

  

In support of the result in Table1, a participant gave her opinion thus: The Design Build Finance, 

Lease Operate and Transfer PPP model deals strictly with the private sector initiative. It has a time 

frame, and transfers the ownership of the infrastructure to the government after specific time frame. 

The main contractor, designs, builds and constructs the project. (In depth Interview word in Florson 

PVC Industries 20/6/2021). 

Another respondent said: consultants do not design the projects and the clients do not appoint 

consultants to design the project and the private sector involved in the project may be paid by the 

government agency from monies collected from the project. (In depth interview from worker in 

Mouka Foam Manufacture Industries, 20/6/2021). 

 

Objective 3: Impact of energy mix on the four PPP to examine the models DBFOT, BLOT, OMT, 

BOT and on municipal public infrastructure projects. 

Table 6: Responses 
 Response Frequency Percentage 

What is energy mix? Energy mix is all direct use of energy.  

 

Combination of different sources of 

energy to meet energy consumption 

needs for industrial purposes. 

80 

 

 

200 

28.57 

 

 

71.43 

 280 100% 

Energy mix has impact on the PPP 

models that later impacts on 

industrial projects? 

Yes 

 

No 

271 

 

9 

96.79 

 

3.21 

 280 100% 

If yes, what are the impact Industrial projects need sustainable 

energy to function effectively 

11 3.92 

A sustainable energy mix using all 

renewable energy from different energy 

sources like solar, wind, tidal etc that can 

be replenished within a lifetime, has an 

impact on the function ability of the PPP 

models and the municipal public 

infrastructure project. 

269 96.07 

 280 100% 

Field work 2021. 
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Table 7: Types of PPP models available to be used as a veritable tool for a sustainable energy mix in municipal 

public infrastructure projects. 

 Response Frequency Percentage 

How many types of PPP model do you know? 5 types 56 20 

4 types 96 34 

7 types 100 35 

 280 100% 

What is the type of PPP model that is common in PPP 

practices in Nigerian infrastructure projects sponsored 

using PPP? 

DBFLOT 

BLOT 

OMT 

BOT 

248 

12 

10 

10 

88.57 

42.9 

3.57 

3.57 

 280 100% 

Which of these PPP model have been executed and seen to 

be most function for Nigerian government as regards PPP? 

DBFLOT 

BLOT 

OMT 

BOT 

199 

31 

10 

10 

71.07 

11.07 

3.57 

14.29 

 280 100% 

Do you think that DBFLOT has worked, for all PPP 

contracts executed in Nigeria for infrastructure 

development? 

Yes 

 

No 

272 

 

08 

97.14 

 

2.86 

 280 100% 

Have you seen project that were executed using the 

DBFLOT 

Yes 

 

No 

276 

 

04 

98.57 

 

1.43 

 280 100% 

Field work 2021. 

 

Table 8: Socio-economic and political impact of PPP models used for infrastructure 

development 
 Response Frequency Percentage 

The issue of contractors not being paid is a political issue. Yes 274 97.86 

No  06 2.14 

 280 100% 

 Yes 

 

No 

211 

19 

50 

75.36 

6.79 

17.85 

  280 100% 

 Yes 

 

No 

249 

 

31 

88.93 

 

11.07 

  280 100% 

Do you think the government and private sector can always 

do a lot in the area of PPP? 

Yes 

 

No 

251 

 

29 

89.64 

 

10.36 

 280 100% 

What can be done to improve on industrial development as 

regards building more infrastructures? Which of these PPP 

model is most preferred? 

-1. DBFLOT 

-2. BLOT 

-3. OMT 

-4. BOT 

110 

77 

93 

0 

39.29 

27.50 

33.21 

0 

 280 100% 

Does private partnership impact on government projects? Yes 

 

 

No 

271 

 

19 

96.70 

 

3.21 

Do you think the private sector should passively invest on 

government projects? 

Yes   

 

No 

261 

 

19 

93.21 

 

6.70 

 280 100% 

Yes 219 78.21 
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Should the private sector initiative transfers ownership of 

infrastructure to government after time frame? 

 

No 

 

61 

 

21.79 

 280 100% 

Do you think consultants should design project? Yes 

 

No 

270 

 

10 

96.43 

 

3.57 

 280 100% 

Government should provide a sound financing mechanism 

for government projects and build sustainability. 

Yes 

 

No 

269 

 

11 

96.07 

 

3.93 

 280 100% 

 

Field work, 2021 

3.1. Hypothesis Testing: 

Objective 1: 

To examine the perception of engineers in the area of municipal public infrastructure projects on 

public – private partnership model: Design Build Finance Operate and Transfer. 

With regards to PPP projects financing, assets, utilization, construction, operations and maintenance 

of public infrastructure projects. It looked into the area if the model selected helping to attract 

technical expertise for industrial development. Engineers from their perspectives, showed that PPP 

models are important parameters and majority of them agreed that PPP models was ideal with 

positive perceptions. 

 

Objective 2: 

To determine the PPP model that can be used to achieve a sustainable energy mix for municipal 

public infrastructure projects. From results, advocacy have been provided for makers of policy in 

the area of PPP models selecting and DBFOT model was the PPP model selected by most 

respondents as the appropriate model to faster sustainable energy mix, boost private finance 

initiative, government owning projects after executing of projects, the funding will provide. 

 

Objective 3 

To examine the impact of energy, mix on the four PPP models: BLOT, DBFOT, OMT, BOT and 

how each model impacts on municipal public infrastructure projects. 

 

Objective 4 

To identify mechanism to ensure that the four PPP models: BLOT, DBFOT, OMT and BOT are 

used as prompt intervention for assist. Energy mix in sub-national and municipal public 

infrastructure projects. 

 

3.2 Findings  

1. This study has comprehensively enlightened engineers on the subject Public Private 

Partnership (PPP) Models: BLOT, DBFOT, OMT and BOT, with regards to financing, 

assets utilization, operations and maintenance of public infrastructures. 

2. Examinations of the perception of engineers in the area of municipal public infrastructure 

projects on public – private partnership model: Design Build Finance Operate and Transfer 

were carried out. 

3. The PPP model that can be used to achieve a sustainable energy mix for municipal public 

infrastructure projects was determined. From results, advocacy have been provided for 

makers of policy in the area of PPP models selection. DBFOT model was the PPP model 

selected by most respondents as the appropriate model to foster sustainable energy mix and 

boost private finance initiative. 
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4.  Examination of the impact of energy mix on the four PPP models: BLOT, DBFOT, OMT, 

BOT and how each model impacts on municipal public infrastructure projects have been 

carried out. Mechanism to ensure that the four PPP models: BLOT, DBFOT, OMT and BOT 

are used as prompt intervention for energy mix in sub-national and municipal public 

infrastructure projects have been identified. 

  

4.0 Conclusion 

The perceptions of engineers on public – private partnership models in the area of municipal public 

infrastructure projects were examined. The PPP model that can be used to achieve a sustainable 

energy mix for municipal projects have been determined. The impact of energy mix on the four PPP 

models: BLOT, DBFOT, OMT, BOT and how each model impacts on municipal public 

infrastructure projects has been examined. The mechanism to ensure that DBFOT, BLOT, OMT 

and BOT are used as prompt interventions for a sustainable energy mix in a sub-national and 

municipal public infrastructure project has been identified. The mechanisms are: Planning, outlining 

the business case, publication of tender notice, prequalification of bidders, shortlisting bidders, 

negotiation, receipt of bid, issue of bid as regards best offer and final offer and invitation to tender. 

The most appropriate PPP model that will be a veritable tool for sustainable energy mix for 

municipal public infrastructure project has been selected to be the Design, Build, Finance, Operate 

and Transfer (DBFOT) Model as it impacts on energy positively. This model will be able to deliver 

improved services and produce better value for money by encouraging innovation, greatest asset 

utilization and integrated white whole-of-life management. 
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Abstract 

Plants of medicinal value have contributed to the health of many individuals and to the world in general. Vernonia 

amygdalina, Greenwayodendron suaveolens, Euphorbia heterophylla and Xylopia aethiopica are all known to have 

medicinal values varying in their effect. The quantitative analysis of phytochemical constituents and some invitro 

antioxidant properties of Greenwayodendron suaveolens, Vernonia amygdalina, euphorbia heterophylla and Xylopia 

aethiopica leaves were determined. Phenols, flavonoids, tannins, saponins and tannins were the phytochemicals 

detected from the plants. The determination of the macro and micro elements such as iron, manganese, potassium, 

calcium, magnesium, copper, lead, cadmium, chromium, and nickel was made directly on each final solution using 

flame photometer and a Bulk Scientific 210 VGP, atomic absorption spectroscopy (AAS). The 1, 1-Diphenyl-2-

picrylhydrazyl (DPPH), 2, 2-azino di-(3-ethylbenzothiazoline- 6-sulfonic acid) (ABTS), hydroxyl free radical (OH-) 

and ferric reducing antioxidant power (FRAP) were analyzed using one way analysis of variance (ANOVA), P<0.05 

was obtained. In DPPH, ABTS, FRAP and OH- scavenging activities, Vernonia amygdalina, Greenwayodendron 

suaveolens and Euphorbia heterophylla was found to have scavenging activities which increased as their 

concentrations increase. The medicinal potential of these plants could be as a result of their phytochemicals, micro 

and macro elements and their free radical scavenging abilities. More research needs to be carried out to further prove 

their anti-oxidative potentials. 

Keywords: Invitro, antioxidant, poly-herbal, phytochemical, mineral elements 

1.0 Introduction 

Medicinal plants have contributed to the health of many people and throughout the world due to 

the presence of biologically active ingredients such as alkaloids, tannins, flavonoids and phenolic 

compounds. Many of these native medicinal plants are used as herbs and food in order to achieve 

specific physiological effects in the individual body. Pregnant and lactating women sometimes eat 

it because of its medicinal properties [1]. The four plants used to formulate the poly-herbal drugs 

are Greenwayodendron suaveolens, Xylopia aethiopica, Vernonia amygdalina and Euphorbia 

heterophylla. Greenwayodendron suaveolens is a species of plant in the genus 

Greenwayodendron, and a member of the Annonacea family. It is a monophyletic tree genus from 

tropical Africa. It is widely distributed in Western and Central Africa from Ivory Coast to Angola 

[2]. It is deciduous, medium sized to fairly large tree up to 35-45 meters tall, has bole branches for 

up to 25 m, straight, cylindrical and sometimes grooved at the base [3].  

The plant is used alone or in mix with other plants for the treatment of various diseases, including 

parasitic diseases such as uncomplicated malaria and Helminthiasis [4]. In general, this plant is 

used as a water extract or as an enema for back pain, sexual weakness, headaches, malaria, loss of 

appetite, snake pain, pelvic pain, hepatitis, epilepsy, insanity, rheumatism, constipation, abdominal 

pain, pain gear and many more [5]. Despite its bitter taste, the leaves are sometimes eaten by 

several species of monkeys, as reported by some Nkundo hunters. In some areas in the Central 

African Republic and in Cameroon, the leaves of this forest tree, also called "ancient tobacco" or 

"forest tobacco", are used and evaluated as cigarettes [6,7].

http://www.nipesjournals.org.ng/
mailto:emmananuel.oshomoh@uniben.edu
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Xylopia aethiopica belongs to the kingdom Plantae, Division Tracheophyta (vascular plant), Class 

Magnoliopsida, Family Annonaceae and Genus Xylopia. It is fragrant tree with a height of more 

than 20 m and a diameter of 60 to 75 cm. The fruit is cylindrical pods which are attached with a 

width of 2 to 3 mm. It is a native of the lowland rainforest and moist fringe forests in the savanna 

zones of Africa. Its common names are Ethiopian pepper, negro-pepper and spice tree [8]. 

 

 
Plate1: Greenwayodendron suaveolens plant 

  
 Plate 2: Xylopia aethiopica 

 
Plate 3: Vernonia amygdalina plant    

 
Plate 4: Euphorbia heterophylla plant    

 

Xylopia aethiopica grows in Tropical Africa, in forest areas and especially in rivers and in arid 

regions [9].  

A number of studies have confirmed the anti-inflammatory and antipyretic properties of this herb. 

The seeds of Xylopia aethiopica are known for their many medicinal properties. In Africa, it is 

used as a spice and local medicine to treat diarrhea, colic, snake disease, cardiovascular disease, 

diabetes, treatment and treatment of sexually transmitted infections in southern Nigeria [10].In 

Nigeria, fruit extracts and bark extracts are used to treat bronchitis, bile and dysentery. Fruits are 

used to neutralize karmic pain and laxatives, and are believed to increase fertility and provide 

assistance [11] 

Vernonia amygdalina, belongs to the kingdom Plantae, phylum tracheophytes, Class Angiosperm, 

Order Asterales, Family Asteraceae and Genus Vernonia. It is a small shrub that grows in tropical 
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Africa to a height of 2-5 m. The leaves are elliptical and up to 20 cm in length and also have a 

rough bark [12] It is commonly called bitter leaf in English due to its bitter taste. Other common 

names include grawa (Amharic), ewuro (Yoruba), etidot (Ibibo), onugbo (Igbo), ityuna (tiv), oriwo 

(Edo), awonwono (Akan), chusar-doki (Hausa), mululuza (Luganda), labwori (Acholi), olusia 

(Luo) and ndoleh (Cameroon) [13]  

V. amygdalina is a native plant that is widely used in Nigeria for therapeutic and nutritional 

purposes. It grows in a number of ecological zones in Africa, producing large amounts of food and 

is drought resistant [14]. Bitter taste is caused by nutrient inhibitors such as alkaloids, saponins, 

tannins, and glycosides [15]. 

Macerated leaves from plants are consumed as vegetables and herbs, while water extracts serve as 

a tonic for the prevention of several diseases. It has been reported that V. amygdalina is used by 

wild chimpanzees for the treatment of parasitic diseases in Tanzania [16]. Philips et al. (1993) 

reported the antiplasmodial effects of the lactone and steroid sesquiterpene constituents of V. 

amygdalina were also effective against Plasmodium falciparium invitro. V. amygdalina (Bitter 

leaf tea) is also used throughout West Africa for the treatment of diabetes and other metabolic 

diseases related to the liver [17]. This plant has recently gained special importance because it has 

been shown to be active in the treatment of humans against HIV/AIDS and has strong antimalarial 

and anthelmintic properties [18] and antitumorigenic properties [19]. In Ghana, young leaves 

rather than old ones have been proven with animal models to have antidiabetic and anti-

inflammatory activities [20].  Pharmacological studies also show that leaf extracts have 

hypoglycemic and hypolipidemic properties in experimental animals and can thus be used to treat 

diabetes [21]. Uhegbu and Ogbechi (2004) reported the antidiabetic effect of water extracts from 

the leaves of Vernonia amygdalina. Sesquiterpene lactone extract from leaves has an anti-

hepatotoxic effect in rats on carbon tetrachloride (CCl4) induced liver damage. Euphorbia 

heterophylla belongs to the kingdom: Plantae, phylum: tracheophytes, Class: Angiosperm, Class: 

Eudicots, Order: Malpighiales, Family: Euphorbieae, Genus: Euphorbia [22]. Some of the 

common names are Mexican fireplant, Japanese poinsettia, fire on the mountain, painted spurge, 

milkweed and kaliko plant. It grows between 30 and 100 cm tall and has hollow stems that may 

branched or with simple ribs that are angular in shape [23]. 

In general, Euphorbia with around 1,600 species, have adhesives such as latex milk [24]; some are 

carcinogenic, very irritating to the skin and toxic to livestock and humans [25]. Euphorbia plants 

are widely distributed in nature, ranging from plants and shrubs to trees in tropical and temperate 

regions of the world [26]. 

Euphorbia heterophylla leaf is used in traditional medical practice as a laxative, anti-gonorrhoea, 

migraine, and wart. Plant lattices have been used as fish poisons, insecticides, and poisons [27]. In 

some parts of Kogi, Nigeria, the leaves are used as an anticonvulsant and cough medicine. It has 

been reported that E. heterophylla leaves contain quercetin [28] and diterpenoids in the roots [29] 

E. heterophylla leaves have also been reported to have skin irritation, antitumor / anticancer which 

stimulates tumors and, more recently, anti-HIV euphorbia activity [30] E. heterophylla is a 

medicinal herb commonly referred to as "weed bush". It grows in semi-humid places, especially 

in cassava, grape and soybean plantations. However, chemical research reports about E. 

heterophylla are rare. It is known that the leaves have an antibacterial effect [31]. In the Nigerian 
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Igbo community, E. heterophylla is used as a scavenger. Extracts for exfoliation of leaves are also 

used to treat respiratory infections and asthma by traditional medical practitioners [32]. 

The aim of this current study is to evaluate the antioxidant properties of Greenwayodendron 

suaveolens, Vernonia amygdalina, and Euphorbia heterophylla, elemental analyses and 

phytochemical studies on Greenwayodendron suaveolens, Vernonia amygdalina, Euphorbia 

heterophylla and Xylopia aethiopica. 

 

2.0. Materials and Method 

2.1. Sample Collection and Identification 

Greenwayodendron suaveolens plant was obtained from the Department of Plant Biology and 

Biotechnology, Faculty of Life Sciences, University of Benin, Benin City. Vernonia amygdalina 

plant was collected from Ikpoba Hill in Ikpoba Okha Local Government Area, Edo State. Xylopia 

aethiopica plant was collected from Uselu market in Egor Local Government Area, Edo State. 

Euphorbia heterophylla plant was collected from Afeye Okpameri, Akoko-Edo Local Government 

Area, Edo state.  

2.2. Plant Sample Treatment 

The plant sample was washed thoroughly in clean water, the fruits of Xylopia aethiopica and the 

leaves of Vernonia amygdalina, Greenwayodendron suaveolens, and Euphorbia heterophylla 

plant were destalked and air-dried at room temperature for two weeks to achieve a sum total drying 

of the leaves and then pulverized into fine powder and weighed with standard weighing scale. 

2.3. Method of Extraction 

A total of 1000 g of powdered leaves of Greenwayodendron suaveolens, 1000 g of Vernonia 

amygdalina, 250 g of Euphorbia heterophylla and 310 g of Xylopia aethiopica were dissolved in 

10 litres, 10 litres, 2.5 litres and 3.1 litres of distilled water respectively. The mixtures were left to 

stand for four (4) days with continuous stirring, after which they were filtered and the filtrates of 

each was concentraed and stored in the fridge. 

2.4. Determination of antioxidant properties. 

The antioxidant property was carried out on the aqueous extracts of Vernonia amygdalina, 

Greenwayodendron suaveolens, and Euphorbia heterophylla only. 

2.5. DPPH (1, 1-Diphenyl-2-picrylhydrazyl) Scavenging Activity 

The scavenging ability of the natural antioxidants of the plants extracts towards the stable free 

radical of DPPH was measured by the method of [33]. 

2.6. ABTS [2, 2-azino di-(3-ethylbenzothiazoline- 6-sulfonic acid)] Scavenging Activity 

The stock solutions included 7.4 mM ABTS+ solution and 2.6 mM potassium persulfate solution. 

2, 2-azino di-(3-ethylbenzothiazoline- 6-sulfonic acid). The working solution of ABTS was 

obtained by the stock in methanol to give absorbance of 0.70 at 734 nm. ABTS was measured by 

the method of [34, 35] 
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oh- free radical 

OH- free radical scavenging method was described by Elizabeth and Rao (1990) with modified by 

[36].FRAP (Ferric Reducing Antioxidant Power) FRAP was measured with the method described 

by [37]. 

2.7. Quantitative Phytochemical Composition of Aqueous Extracts of Greenwayodendron 

suaveolens, Vernonia amygdalina, Euphorbia heterophylla and Xylopia aethiopica 

2.8. Total Phenolic Content Determination 

The amount of total phenolics in extract was determined according to  the  method  of  [38] with  

slight  modification  using  tannic  acid  as  a  standard. 

2.9. Alkaloids Content Determination 

The total alkaloid content was measured using the method described by Harborne in 1973. 

2.10. Flavonoid Content Determination 

The flavonoid content was determined on triplicate aliquots of the homogenous cabbage extract 

(1.5 g) [39].Thirty-microliter aliquots of the methanolic extract were used for flavonoid 

determination. Samples were diluted with 90 μl methanol, 6 μl of 10 % Aluminum chloride 

(AlCl3), 6 μl of 1mol/l Sodium acetate (CH3CO2Na) were added and finally 170 μL of methanol 

was added. The absorbance was read at 415 nm after 30 min. Quercetin was used as a standard for 

calculating the flavonoid content (Ug Qe/g). 

2.11. Total Saponins Content Estimation 

Estimation of total saponins content was determined by the method described by Makkar et al in 

2007 based on vanillin-sulphuric acid colorimetric reaction with some modifications.  

 

2.12. Tannins Content Determination 

Exactly 0.20 mL of sample was added to 20 mL of 50% methanol and placed in a water bath at 77 
0C – 80 0C for 1 hour and shaken. The extract was quantitatively filtered using a double layered 

Whatman No.1 filter paper and 20 mL of distilled water, 2.5 mL Folin-Denis reagent and 10 mL 

17% Na2CO3 were added and mixed. The mixture was allowed to stand for 20 min. A series of 

standard tannic acids solutions were prepared in methanol and their absorbance as well as samples 

was read after colour development on a UV/ Visible spectrophotometer at a wavelength of 760 

nm. Total tannin content was calculated from calibration curve. 

2.13. Determination of Total Nitrogen 

A modified method of micro-Kjeldahl as described by [40] was used for crude protein 

determination. Procedure for digestion: Three grams each of the defatted samples were separately 

weighed on pre-weighed into micro-Kjeldahl digestion flask together with few anti-bumping 

granules. Two grams of catalyst mixture (CuSO4: Na2SO4: SeO2, 5:1:02 w/w) was added to each 

flask and then 10 mL nitrogen free concentrated H2SO4 also added to each flask. The flasks were 

placed in inclined position on a heating mantle in a fume cupboard. Digestion was started at 

temperature of 30 0C until frothing ceased and then heating was increased to 50 0C for another 30 

mins and finally at full heating (100 0C) until a clear solution was obtained. Simmering was 

continued below boiling point for another 30 min to ensure complete digestion and conversion of 

nitrogen to ammonium sulphate. After digestion was completed, samples were allowed to cool and 
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then transferred quantitatively to 100 mL volumetric flasks with washing and cooling to room 

temperature. Volumes were made up to mark with distilled water.  

1. 5 ml of the filtrate from the digest was transferred with the aid of a 10 ml pipette into a 25 ml 

standard flask. 2.5 ml of the Alkaline Phenate was added and the solution shaken to mix properly. 

Then 1 ml of Sodium Potassium Tartarate was added, shaken properly followed by the addition 

2.5 ml of sodium hypochlorite. There after the solution was made up to the 25 ml mark with 

distilled water and the absorbance of the resultant solution measured with the aid of UV/Visible 

Jenway6715 Spectrophotometer, at 630 nm. The Nitrogen standards were treated the same way 

with the sample. 

N (mg/kg) = Instrument Reading X Slope Recip X Color Vol. X Digest Vol.                (1) 

   Weight of Sample X Aliquot Taken  

2.14. Digestion of Samples 

The digestions of the samples were done in accordance with the method described by Akan et al 

in 2013, with little modification.  

2.15. Metals Analysis 

The metals of interest in this study are Iron, Manganese, potassium, calcium, magnesium, copper, 

lead, cadmium, chromium, and nickel. The determination of these metals in the samples was made 

directly on each final solution using Flame Photometer and a Bulk Scientific 210 VGP, and Atomic 

Absorption Spectroscopy (AAS). 

2.16. Statistical Analysis 

The data were expressed as mean ± standard error of mean (SEM) and ‘n’ represents the number 

of replicates. One way Analysis of Variance (ANOVA) was performed with Newman Keul’s post 

hoc test. All data were analyzed using graph Pad Prism (UK) software version 6.  P<0.05 indicates 

significant difference between compared data. 

 

3.0. Results 

Table 1: Quantitative analysis of Phytosterols present in Greenwayodendron suaveolens, 

Vernonia amygdalina and Euphorbia heterophylla and Xylopia aethiopica. 

Samples Total tannin 

(ug/ml) 

Total flavonoid 

(ug/ml)  

Total phenols 

(ug/ml) 

Total saponin (ppm) Total alkaloid 

(%) 

Greenwayodendron 

suaveolens 

 

6.575 

 

20.323 

 

20.330 

 

2.259 

 

1.600 

Vernonia amygdalina  

8.493  

 

44.839 

 

25.275 

 

2.657 

 

0.800 
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Euphorbia amygdalina  

8.356 

 

33.065  

 

17.033  

 

1.904  

 

1.200 

Xylopia 

Aethiopica 

 

12.468  

 

41.935  

 

24.835  

 

3.096 

 

0.600 

 

Table 2: Elemental analysis of Macro and Micro nutrients of the aqueous extract of 

Greenwayodendron suaveolens, Vernonia amygdalina, Euphorbia heterophylla and Xylopia 

aethiopica. 

S/N Parameters      A B C D 

1 Calcium (Mg/Kg) 75.00 48.00 56.00 15.00 

2 Copper (Mg/Kg) 0.2 0.24 0.21 0.28 

3 Iron (Mg/Kg) 4.800 3.400 2.900 10.500 

4 Magnesium (Mg/Kg) 70.10 63.00 112.00 83.01 

5 Manganese (Mg/Kg) 0.73 0.66 1.19 0.86 

6 Cadmium (Mg/Kg) 0.1 BDL BDL 0.1 

7 Chromium (Mg/Kg) 0.05 0.09 0.01 0.03 

8 Lead (Mg/Kg) BDL BDL BDL BDL 

9 Potassium (Mg/Kg) 136.2 177.1 80.2 74.10 

10 Nickel (Mg/Kg) BDL BDL BDL 0.1 

11 Nitrogen (%) 0.5690 0.3456 0.2950 0.2571 

12 Phophorus (Mg/Kg) 54.404 56.411 18.135 54.404 

Keys: A= Greenwayodendron suaveolens; B= Vernonia amygdalina; C= Euphorbia heterophylla; 

D= Xylopia aethiopica; BDL= Below Detection Limit. 
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Figure 1: DPPH scavenging activity of Ascorbic acid, Greenwayodendron suaveolens, Vernonia 

amygdalina and Euphorbia heterophylla. 

Greenwayodendron suaveolens, Vernonia amygdalina and Euphorbia heterophylla shows DPPH 

scavenging activities. The scavenging power of the plants increases as the concentration increases. 

At 80µg/ml, the scavenging activities of the plants are comparable to that of ascorbic acid. 
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Figure 2: ABTS scavenging activity of Ascorbic acid, Greenwayodendron suaveolens, Vernonia 

amygdalina and Euphorbia heterophylla. 

Greenwayodendron suaveolens, Vernonia amygdalina and Euphorbia heterophylla shows ABTS 

radical scavenging activities. The scavenging power of the plants increases as the concentration 
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increases. However, the scavenging activities of the plants are not comparable to that of ascorbic 

acid. 

C o n c e n t r a t io n  (  µ g /m l)

S
c

a
v

e
n

g
in

g
 a

c
t
iv

it
y

0 2 0 4 0 6 0 8 0 1 0 0

0

2 0

4 0

6 0

8 0

1 0 0

A s c o rb ic  a c id

G re e n w a y o d e n d ro n  s u a v e o le n s

E u p h o rb ia  h e te ro p h y lla

V e rn o n ia  a m y g d a lin a

 
Figure 3: OH- free radical scavenging activity of Ascorbic acid, Greenwayodendron suaveolens, 

Vernonia amygdalina and Euphorbia heterophylla. 

Greenwayodendron suaveolens, Vernonia amygdalina and Euphorbia heterophylla shows OH- 

free radical scavenging activities. The scavenging power of the plants increases as the 

concentration increases. However, the scavenging activities of the plants are not comparable to 

that of ascorbic acid. 
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Figure 4: FRAP scavenging activity of Ascorbic acid, Greenwayodendron suaveolens, Vernonia 

amygdalina and Euphorbia heterophylla. 

Greenwayodendron suaveolens, Vernonia amygdalina and Euphorbia heterophylla shows OH- 

free radical scavenging activities. The scavenging power of the plants increases as the 
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concentration increases. However, the scavenging activities of the plants are not comparable to 

that of ascorbic acid. 

3.1. Discussion 

Plants have been used for centuries in the treatment of various ailments. Research has shown that 

the medicinal effects of plants are based on their phytochemicals and non-phytochemical 

constituents [42]. This study shows the quantitative phytochemical and non- phytochemical 

constituents of Greenwayodendron suaveolens, Vernonia amygdalina, Euphorbia heterophylla 

and Xylopia aethiopica (Tables 1 and 2). Total tannins composition in G. suaveolens, V. 

amygdalina, E. heterophylla and X. aethiopica were 6.575, 8.493, 8.356 and 12.468 respectively. 

Tannins is used in medicine, especially in the treatment of Asian (Japanese and Chinese) 

naturopathy. Herbal extracts containing tannins are used as a diuretic strengthening agent [43] as 

a diuretic, [44] against gastric and duodenal tumours [45] and as an anti-inflammatory, antiseptic, 

and hemostatic drug [46]. Total flavonoids composition in G. suaveolens, V. amygdalina, E. 

heterophylla and X. aethiopica were 20.232, 44.839, 33.065 and 41.935 respectively (Table 1). 

Flavonoids are intended to function as insect repellents, natural fungicides (phytoalexins) and 

potential regulators of the indole acetic acid plant hormones [47]. Phenols composition in G. 

suaveolens, V. amygdalina, E. heterophylla and X. aethiopica were 20.330, 25.275, 17.033 and 

24.835 respectively. The presence of phenols and flavonoids in the extract can help prevent 

oxidative stress by scavenging free radicals and bioactivation of carcinogens for excretion in the 

liver [48]. Total saponins composition in G. suaveolens, V. amygdalina, E. heterophylla and X. 

aethiopica were 2.259, 2.657, 1.904 and 3.096 respectively. Saponins are used in preparation and 

development of vaccines [49]. Total alkaloid composition in G. suaveolens, V. amygdalina, E. 

heterophylla and X. aethiopica were 1.600, 0.800, 1.200 and 0.600 respectively. Alkaloids have a 

broad spectrum of pharmacological activities, including antimalarial, anti-asthmatic, 

antiarrhythmic, analgesic, antihyperglycemic and antibiotic agents [50].  

G. suaveolens, V. amygdalina, E. heterophylla and X. aethiopica showed that they contained both 

macro and micro elements including calcium, copper, iron, magnesium, manganese, chromium, 

potassium, nitrogen and phosphorus. Cadmium is present in V. amygdalina and E. heterophylla 

and absent in both G. suaveolens and X. aethiopica. Nickel is absent in G. suaveolens, V. 

amygdalina, E. heterophylla and present in X. aethiopica. Lead is absent in all four plants. From 

the result the plants can supply calcium for normal growth and development of the skeleton and 

regulates muscle contraction such as the cardiac muscles and also aid normal blood clotting as 

supported by [51].  According to [52], calcium can be used for treating osteoporosis and 

osteopenia. Copper, though present in all four plants is shown in little quantities. It is reliable in 

the treatment of copper deficiency as it is required in trace quantities. According to [53] copper is 

very important as a trace element for all living organisms because it is a key component of the 

respiratory enzyme and cytochrome C oxidase required for metabolism.  According to [54], iron 

is useful in the synthesis of haemoglobin and myoglobin and also in the treatment of iron 

deficiencies such as iron deficient anaemia, hence, these plants may be used in both nutritive and 

treatment regimens. The medicinal importance of magnesium in accordance with US National 

Institutes of Health (2016) is used medically as ordinary laxatives, antacids and to stabilize 

abnormal nerve excitation or vascular spasms in diseases such as eclampsia. According to [55], 

manganese is an essential human dietary element which is present as a coenzyme in several 

biological processes including macronutrient metabolism, bone formation, and free 

https://en.wikipedia.org/wiki/Coenzyme
https://en.wikipedia.org/wiki/Free_radical
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radical defense systems. According [56], cadmium has no known biological functions in higher 

organisms, but according to [57], administration of cadmium to cells causes oxidative stress and 

increases the levels of antioxidants to protect the cells against macro molecular damage. 

Chromium is accepted by the U.S. National Institutes of Health as a trace element for its roles in 

the action of insulin, a hormone critical to the metabolism and storage of carbohydrate, fat and 

protein. The precise mechanisms of its actions in the body, however, have not been fully defined, 

leaving the question whether chromium is essential for healthy people [58]. In medicine, the 

benefits of potassium are resting cellular-membrane potential and the propagation of action 

potentials in neuronal, muscular and cardiac tissue. Due to the electrostatic and chemical 

properties, K+ ions are larger than Na+ ions, and ion channels and pumps in cell membranes can 

differentiate between the two ions, actively pumping or passively passing one of the two ions while 

blocking the other, hormone secretion and action, vascular tone, systemic blood pressure control, 

gastrointestinal motility, acid–base homeostasis, glucose and insulin metabolism, 

mineralocorticoid action, renal concentrating ability, fluid and electrolyte balance as supported by 

[59, 60]. Only X. aethiopica is known to contain nickel, though the US Institute of Medicine has 

not confirmed that nickel is an essential nutrient for humans, so neither a recommended dietary 

allowance (RDA) nor an adequate intake have been established. According to [61, 62], when 

ammonia is extracted from plants, it is used for protein synthesis. Phosphorus plays a major role 

in the structural framework of DNA and RNA. Living cells use phosphate to transport cellular 

energy with adenosine triphosphate (ATP), necessary for every cellular process that uses 

energy. Calcium phosphate is used for the reinforcement of bones. 

From the results, G. suaveolens, V. amygdalina and E. heterophylla has DPPH scavenging 

activities (Figure 1), ABTS scavenging activities (Figure 2), OH scavenging activities (Figure 3) 

and Ferrric Reducing Antioxidant power (figure 4). DPPH is a radical widely used in food industry 

to evaluate scavenging activities of food product [63]. ABTS method is easy, accurate and rapid. 

It presents numerous advantages since it avoids unwanted side-reactions, high temperatures are 

not required to generate ABTS radicals and antioxidant activity can be studied over a wide range 

of pH values. This method is capable of determining both hydrophilic (in buffered media) and 

lipophilic (inorganic media) antioxidant properties (2000). The ability of the plants to scavenge 

DPPH radical and ABTS radical indicates that the plants have antioxidant properties. Hydroxyl 

radicals functions as highly reactive species as primary poisons and as sources of secondary toxic 

substances. Free radicals have been implicated in causation of ailments such as cancer, 

inflammation, diabetes, liver cirrhosis, cardio vascular disease, Alzheimer’s, aging and acquired 

immunodeficiency syndrome. It has been reported that OH- free radical is the chief cause of 

inflammation [54]. Natural antioxidant substances are believed to play a potential role in 

interfering with the oxidation process by reacting with free radicals, chelating catalytic metals and 

scavenging oxygen in biological systems [55]. Hydroxyl radicals produced in or near DNA have 

contributed to significant biological effects such as mutagenesis and cytotoxicity. The scavenging 

activity of OH- by G. suaveolens, V. amygdalina and E. heterophylla, finds application in 

prevention of cancer from DNA mutation. Ferrozine [63], a compound closely related to TPTZ, 

has been widely used, with excess ascorbic acid, to measure iron limiting factor of Fe (II)-TPTZ, 

and hence, colour formation is the reducing ability of the sample. This assay is commonly used to 

measure the antioxidant content in industries and solvent systems including ethanol, aqueous 

acetone, methanol, aqueous alcohol, and benzene [62]. The quantitative phytochemical 

constituents, non- phytochemical constituents and scavenging activity of the plants gave evidence 

https://en.wikipedia.org/wiki/Free_radical
https://en.wikipedia.org/wiki/Insulin
https://en.wikipedia.org/wiki/Recommended_Dietary_Allowance
https://en.wikipedia.org/wiki/Recommended_Dietary_Allowance
https://en.wikipedia.org/wiki/DNA
https://en.wikipedia.org/wiki/RNA
https://en.wikipedia.org/wiki/Adenosine_triphosphate
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that these plants are used in the treatment of gastric and duodenal tumours, inflammation, lung 

cancer, stomach cancer, ovarian cancer and estrogen-dependent breast cancer in humans. They are 

also known to reduce blood cholesterol levels by inhibiting intestinal cholesterol absorption [61]. 

 

 

4.0 Conclusion and Recommendation 

This research was carried out invitro and it has been established that the plants can be used to treat 

diseases especially those due to oxidative stress. It is therefore recommended that more research 

need to be carried out Invivo to further prove their anti-oxidative potentials. 
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Appendices 

Appendix 1 

The scavenging activity of Greenwayodendron suaveolens, Euphorbia heterophylla and 

Vernonia amygdalina of DPPH scavenging activity. 

Sample  Concentation Absorbtion 1 Absorbtion 2 Absorbtion 3 

Ascorbic acid 10 83.07 83.22 82.93 

 20 92.81 93.51 94.78 

 40 94.92 94.08 96.76 

 60 97.74 96.76 96.90 

 80 97.46 97.60 97.74 

     

http://ods.od.nih.gov/factsheets/magnesium/
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Greenwayodendron 

suaveolens 

10 33.57 32.16 32.44 

 20 36.81 38.22 37.66 

 40 51.62 53.31 52.05 

 60 73.91 73.48 74.61 

 80 90.13 91.96 90.41 

     

Euphorbia 

heterophylla 

10 33.85 36.53 35.40 

 20 55.01 56.28 44.29 

 40 61.21 60.37 60.51 

 60 81.95 82.09 83.22 

 80 86.60 87.59 87.17 

     

Vernonia amygdalina 10 34.98 32.58 35.26 

 20 37.94 37.66 37.09 

 40 51.20 51.06 48.94 

 60 73.34 70.80 72.92 

 80 89.99 86.46 86.60 

 

 

Appendix 2 

The scavenging activity of Greenwayodendron suaveolens, Euphorbia heterophylla and 

Vernonia amygdalina of ABTS scavenging activity. 

Sample  Concentration Absorbtion 1 Absorbtion 2 Absorbtion 3 

Ascorbic acid 10 80.49 79.95 79.95 

 20 87.14 87.25 86.92 

 40 90.19 90.86 89.86 

 60 93.03 93.03 92.81 

 80 93.79 94.77 93.79 
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Greenwayodendron 

suaveolens 

10 47.03 47.03 46.81 

 20 
48.77 48.77 48.67 

 40 
51.61 51.39 51.50 

 60 
57.06 57.38 57.38 

 80 
62.18 62.07 61.96 

     

Euphorbia 

heterophylla 

10 42.89 43.11 43.54 

 20 
47.56 46.27 46.27 

 40 
45.83 46.16 45.61 

 60 
50.41 50.41 50.30 

 80 
62.62 52.73 62.62 

     

Vernonia 

amygdalina 

10    

 20 
43.65 43.00 44.09 

 40 
47.03 47.14 46.92 

 60 
16.40 16.19 16.40 

 80 
50.95 50.12 51.06 

 

Appendix 3 

The scavenging activity of Greenwayodendron suaveolens, Euphorbia heterophylla and 

Vernonia amygdalina of OH- scavenging activity. 

 

Sample  Concentration Absorbtion 1 Absorbtion 2 Absorbtion 3 

Ascorbic acid 10 
23.40 38.55 38.88 

 20 
80.55 77.77 69.44 

 40 
72.22 66.66 47.22 

 60 
61.11 72.22 77.77 
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 80 
75.00 75.00 66.66 

     

Greenwayodendron 

suaveolens 

10 22.22 11.11 8.33 

 20 
11.11 11.11 8.33 

 40 
11.11 0.00 2.77 

 60 
10.00 14.28 20.00 

 80 
32.07 18.18 23.40 

     

Euphorbia 

heterophylla 

10 5.55 5.55 5.55 

 20 
0.00 8.10 8.10 

 40 
18.18 18.18 20.00 

 60 
46.26 46.26 45.45 

 80 
63.26 65.04 64.71 

     

Vernonia 

amygdalina 

10 2.77 2.77 2.77 

 20 
8.33 13.88 8.33 

 40 
11.11 12.19 12.19 

 60 
30.76 30.76 25.00 

 80 
50.00 50.00 49.29 

 

Appendix 4 

The scavenging activity of Greenwayodendron suaveolens, Euphorbia heterophylla and 

Vernonia amygdalina of Ferric Reducing Antioxidant Power. 

Sample  Concentation Absorbtion 1 Absorbtion 2 Absorbtion 3 

Ascorbic acid 10 175.04 174.44 174.84 

 20 
225.24 224.84 224.84 

 40 
212.84 213.24 212.84 

 60 
219.44 219.64 220.04 
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 80 
224.84 228.84 225.24 

     

Greenwayodendron 

suaveolens 

10 34.84 35.64 35.84 

 20 
34.64 34.44 34.44 

 40 
57.24 56.24 56.44 

 60 
73.26 70.84 73.04 

 80 
136.44 137.24 137.04 

     

Euphorbia 

heterophylla 

10 29.64 29.84 28.04 

 20 
36.44 36.84 36.64 

 40 
49.44 49.24 48.64 

 60 
63.24 62.64 62.04 

 80 
117.64 118.84 118.64 

     

Vernonia 

amygdalina 

10 40.64 40.04 40.04 

 20 
36.64 37.64 37.84 

 40 
48.04 47.64 53.64 

 60 
64.84 65.44 65.64 

 80 
155.04 155.84 155.44 
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Abstract 
Increase in workplace stress, loss of sleep and anger may not be unconnected to the level of noise exposure an individual is 

subjected. Three major markets in Benin City namely Oba market, New Benin Market and Oregbeni market, being workplaces, 

were examined to determine their noise levels with a view to ensuring that shoppers and vendors carrying out their business in 

a healthy environment. The noise levels in these markets were measured between 8 – 11am, 12 – 3pm and 4 – 7pm daily spanning 

7days at each market. Questionnaires were distributed to market stakeholders to get a glimpse of the sources of noise in the 

markets and the adverse health effects arising from prolonged exposure to the prevailing noise. Results showed that the average 

noise in the markets is between 77.00 to 89.20dB in the morning; 74.30 to 90.20dB in the afternoon and 83.30 to 90.90dB in the 

evening. Oba market has the highest mean noise (86.76dB), occurring predominantly in the evenings, followed by New Benin 

market which has the highest mean noise in the morning (84.73dB) and in the afternoon (85.55dB). Oregbeni market is the least 

noisy market in the pack even though it sometimes experiences sudden short and loud sound. Traffic activities, grinding machine 

and generator operations constitute the major sources of noise even as respondent acknowledged that they experience many of 

the adverse health effects associated with noise in the markets under review. Proper market administration, siting and layout 

structuring will be helpful towards reducing noise in the markets. 

 

Keywords:  Oba Market, New Benin Market and Oregbeni Market, noise, Benin City, morning, afternoon and evening, 

respondents 

 

1.0 Introduction 

Noise pollution has been found to be one of the major environmental hazards and social discomforts in 

major cities of the world, particularly in recent times [1]. It is difficult to pinpoint the exact history of 

noise pollution, but known problems associated with noise in urban environments go as far back as 

ancient Rome. Due to the clattering of their wheels on paving stones, chariots in ancient Rome were 

banned from the streets at night to prevent the noise that interrupted sleep and caused annoyance to the 

residents. Times later, some cities in Medieval Europe either banned horse drawn carriages and horses 

from the streets at night or covered the stone streets with straw to reduce noise and to ensure a  good 

night sleep for the residents [2]. 

In 18th Century Philadelphia, lawmakers covered nearby cobblestone streets with earth to prevent noise-

induced interruptions in their important work. The above events showcased two major effects of noise 

from which men of all ages have required relief: interruption of sleep, and interference with work that 

requires concentration [2]. It is fascinating that noises originating from the various types of transport 

system in contemporary society are still among the principal sources of environmental noise, even though 

the types of noise are not the same as those that existed in Rome, Medieval Europe, or 18th century 

Philadelphia [2, 3]. 

Modern transport systems (including road, rail, and air) and the products of modern-day technology 

produce growing levels of unwanted noise of different types and intensities throughout the day and night 

that disturb sleep, concentration, and other activities [4, 5]. This noise affects us without our being 

consciously aware of it. Unlike our eyes, which we can close to eliminate undesirable visual input, we 

cannot willingly shut our ears to exclude unwanted auditory input; at least not without the 

http://www.nipesjournals.org.ng/
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help of ear plugs. Our hearing organs are constantly active and aware of sound, even when we are asleep 

or in a coma [6]. 

According to World Health Organization [7], noise must be recognized as a major threat to human 

wellbeing. In fact, noise is no longer regarded as a mere irritation; it is now found to be quite harmful, 

posing grave threat to human life especially in the urban environment [8]. Like deforestation, the release 

of harmful wastes in to the environment or poisonous gases into the atmosphere, the adverse effect of 

Noise may not immediate; however sustained exposure over a certain time period may be as lethal or 

worse as any of the other global environmental hazards [9]. 

Given the rise in urban development, and the effect of noise pollution on healthy and maintainable living 

within cities, this study examines urban market noise pollution levels in Benin City, Nigeria. This is with 

a view to establishing the extent of the problems towards mitigating noise pollution.  

1.1 Environmental Noise 

According to Akhtar [10] sound may be defined as an audible vibration that travels through the air while 

noise is a sounds that are disagreeable or unpleasant, produced by acoustic waves of random intensities 

and frequencies which adversely affect the physiology or psychological well-being of an individual. 

Recent studies showed that noise is now recognized as a serious health problem in contemporary societies 

[11]. Noise is a prominent feature of the environment and its sources include but not limited to noise 

from transportation, industrial and community environment. Community noise, domestic noise and 

workplace noise all constitute environmental noise. The main form of environmental noise in Nigeria is 

from transportation, primarily motor vehicles. Others include electro-acoustic noise from various sources 

such as generators, blenders, loudspeakers, noise produced by aircraft, church, mosque and from pets 

like dogs [12].  

1.1 Noise Pollution 

Noise pollution, otherwise called sound pollution, is the production of noise with varying effects on the 

actions of human or animal life, a large portion of them unsafe to a certain extent. One of the 

environments most influenced by man and his activities are urban settlements [13-16].  

Preethi, Sravani [17] and World Health Organization [7] described Noise pollution as the unwanted and 

disturbing sound which is above the traditional level of sound comfortable to the human ear and features 

a negative effect on people and society. Practically all human activities create noise albeit at a differing 

limits. Those noise exceeding extant levels are acknowledged as causing distress to such as expose to the 

noise. Table 1 is the WHO guideline for community noise in specific environment. 

 

Table 1: Guideline Values for Community Noise in Specific Environments [18] 

Specific environment Critical health effect(s) 
LAeq[d

B(A)] 

Time 

base 

[hours] 

LAmax fast 

[dB] 

Outdoor living area 

Serious annoyance, daytime 

and evening 

Moderate annoyance, daytime 

and evening 

55 

 

50 

16 

 

16 

- 

 

- 

 

Dwelling, indoors 

Inside bedrooms 

Speech intelligibility & 

moderate annoyance, 

daytime & evening 

35 

 

30 

16 

 

8 

- 

 

45 



 

                           The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

336-349 

337 

 

 

Specific environment Critical health effect(s) 
LAeq[d

B(A)] 

Time 

base 

[hours] 

LAmax fast 

[dB] 

Sleep disturbance, night-time 

Outside bedrooms 
Sleep disturbance, window 

open (outdoor values) 
45 8 60 

School class rooms 

& pre-schools, 

indoors 

Speech intelligibility, 

disturbance of information 

extraction, 

message communication 

45 
During 

class 
- 

Pre-school 

bedrooms, indoor 
Sleep disturbance 30 

Sleeping 

time 
45 

School, playground 

Outdoor 
Annoyance (external source) 55 

During 

play 
- 

Hospital, ward 

rooms, indoors 

Sleep disturbance, night-time 

Sleep disturbance, daytime and 

evenings 

30 

 

30 

8 

 

16 

40 

 

- 

Hospitals, treatment rooms, 

indoors 

Interference with rest and 

recovery 
#1   

Industrial, commercial 

shopping and traffic areas, 

indoors and outdoors 

Hearing impairment 70 24 110 

Ceremonies, festivals and 

entertainment events 

Hearing impairment 

(patrons:<5 times/year) 
100 4 110 

Public addresses, 

indoors and outdoors 
Hearing impairment 85 1 110 

Music and other sounds 

through headphones/ 

earphones 

Hearing impairment (free-field 

value) 
85 #4 1 110 

Impulse sounds from toys, 

fireworks and firearms 

Hearing impairment (adults) 

Hearing impairment (children) 

- 

 

- 

- 

 

- 

140 

#2 

120 

#2 

Outdoors in parkland and 

conservations areas 
Disruption of tranquillity #3   

 

where 

#1: As low as possible. 

#2: Peak sound pressure (not LAF, max) measured 100 mm from the ear. 

#3: Existing quiet outdoor areas should be preserved and the ratio of intruding noise to natural 

background sound should be kept low. 

#4: Under headphones, adapted to free-field values. 

 

Unlike other environmental problems, noise pollution continues to grow and associated with an 

increasing number of complaints from people exposed to the noise, even though such complaints are 

often ignored [19, 20]. The growth in noise pollution need curtailing is at it brings about direct, as well 
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as cumulative adverse health effects. It also adversely affects future generations and has socio-cultural 

and economic effects [21]. In addition to creating a nuisance to the urban environment, noise pollution 

has been associated with psychological defects [22, 23], physiological defects [24-26], and physical 

defects on the exposed populace [27-29]. In specific terms, deafness, tinnitus, cardiac problems, such as 

hypertension, ischemic heart disease and vasoconstriction, sleep interferences, headaches, fatigue, 

stomach ulcers, vertigo, and aggression have been attributed to noise pollution [30, 31]. 

The increase in environmental noise pollution in Nigerian urban areas has been found to be dependent 

on increase in population, commercial activities as well as road traffic volume [32]. In Nigeria, the 

problem of noise pollution is wide spread. Several studies report that noise level in metropolitan cities in 

Nigeria exceeds specified extant limits [33] and the  extent of discomfort associated with noise on 

residents is well documented [1, 34-36].  

Oviasogie and Ikudayisi [33] examined noise levels within the Government Residential Area (GRA) and 

Ogbe quarters in Benin City and compared them with current standard levels. The result showed that 5 

of 6 points, in each of  the Government Residential Area (GRA) and Ogbe quarters, the noise level 

exceeded the recommended limit of 60dB(A) by values of 1-27dB(A), with the maximum recorded noise 

level of 88.3dB in Ogbe quarters. Oviasogie and Ikudayisi (2019) also showed the statistically significant 

difference in noise sources from generators, market and vehicular activities across the locations 

considered, using the Mann-Whitney Test. It was found that generator was the dominant source of noise 

in GRA while market noise was the most prominent noise at Ogbe quarters. These suggests that growing 

economic activities, means of transportation, household security and power source often determine, to a 

greater extent, the level of noise in urban areas. Crowded cities and towns, automated means of transport, 

new developments for recreation and entertainment are polluting the atmosphere with their nonstop noise 

[3, 5, 30]. 

Oyedepo [1] examined the noise levels of Ilorin metropolis, Nigeria by residential density. High density 

residential areas had noise levels higher than 70dB while most locations in the low-density residential 

areas had the least noise levels within the acceptable 55dB limit.  

1.2. A-Weighting 

A-weighting is applied to instrument-measured sound levels in an effort to account for the relative 

loudness perceived by the human ear, as the ear is less sensitive to low audio frequencies. It is employed 

by arithmetically adding a table of values, listed by octave or third-octave bands, to the measured sound 

pressure levels in dB. The resulting octave band measurements are usually added (logarithmic method) 

to provide a single A-weighted value describing the sound; the units are written as dB(A) [37]. The table 

below shows some examples of noise sources and their corresponding decibel effects on man’s hearing. 

Table 2: Examples of Noise Sources and Decibel Effects [8, 38] 

Noise Source Decibel (dbA) Decibel Effect 

Jet take-off (at 25 meters) 

Recommended product: Outdoor Noise Barriers 
150 Eardrum rupture 

Aircraft carrier deck 140   

Military jet aircraft take-off from aircraft carrier with 

afterburner at 50 ft (130 dB). 
130   

Thunderclap, chain saw. Oxygen torch (121 dB). 120 
Painful. 32 times as loud 

as 70 dB. 
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Noise Source Decibel (dbA) Decibel Effect 

Steel mill, auto horn at 1 meter. Turbo-fan aircraft at 

takeoff power at 200 ft (118 dB). Riveting machine (110 

dB); live rock music (108 - 114 dB). 

110 

Average human pain 

threshold. 16 times as loud 

as 70 dB. 

Jet take-off (at 305 meters), use of outboard motor, 

power lawn mower, motorcycle, farm tractor, 

jackhammer, garbage truck. Boeing 707 or DC-8 aircraft 

at one nautical mile (6080 ft) before landing (106 dB); jet 

flyover at 1000 feet (103 dB); Bell J-2A helicopter at 100 

ft (100 dB). 

100 

8 times as loud as 70 dB. 

Serious damage possible 

in 8 hr exposure. 

Boeing 737 or DC-9 aircraft at one nautical mile (6080 

ft) before landing (97 dB); power mower (96 dB); 

motorcycle at 25 ft (90 dB).  

90 

4 times as loud as 70 dB. 

Likely damage in 8 hour 

exposure. 

Garbage disposal, dishwasher, average factory, freight 

train (at 15 meters). Car wash at 20 ft (89 dB); propeller 

plane flyover at 1000 ft (88 dB) 

80 

2 times as loud as 70 

dB. Possible damage 

in 8 hour exposure. 

Passenger car at 65 mph at 25 ft (77 dB); freeway at 50 ft 

from pavement edge 10 a.m. (76 dB). Living room music 

(76 dB); radio or TV-audio, vacuum cleaner (70 dB). 

70 

Arbitrary base of 

comparison. Upper 

70s are annoyingly 

loud to some people. 

Conversation in restaurant, office, background music, Air 

conditioning unit at 100 feet. 
60 

Half as loud as 70 

dB. Fairly quiet. 

Quiet suburb, conversation at home. Large electrical 

transformers at 100 feet. 
50 

One-fourth as loud 

as 70 dB. 

Library, bird calls (44 dB); lowest limit of urban ambient 

sound 
40 

One-eighth as loud 

as 70 dB. 

Quiet rural area. 30 

One-sixteenth as 

loud as 70 dB. Very 

Quiet. 

Whisper, rustling leaves 20   

Breathing 10 Barely audible 

 

2.0 Materials & Method 

2.1 Study Area Description 

For this study, three major markets in Benin City, Edo State were examined to determine their noise 

levels. These markets include Oba Market, New Benin Market and Oregbeni Market. Figure 1 is a map 

of the markets showing their proximity to each other. These markets constitute the major markets in 

Benin City known for their affordable price of consumables and non-consumable goods for retail and 

wholesale purchases.  
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Fig 1: Map of Benin City, Edo State, showing the Study Markets 

2.1.1 Oba Market 

The Oba market is located at the heart of the city centre close to the revered Oba Palace. The centre of 

the market is around cordinates 6°20'5"N and 5°37'11"E beside the Oredo Local government secretariat. 

While the Main Market was properly delineated, the market has however extended into Mission Road 

and Forestry road that leads to New Benin Market. Shopping within this expansion has exacerbated the 

noise levels in the markets. The main market beside the secretariat is renowned for affordable food items 

(mostly perishable items), textile materials and make-up items. The other axes of the market are known 

for wholesale groceries, beverages, books and stationeries and some electronics. Shops selling clothing 

and sewing accessories also make the trader pack of the extended axes of the market.  

As the market is located near major intersection, some of the noise associated with the market include 

horns from vehicles; outdoor speakers for advertising items or other promotional displays; hawkers 

drawing attentions to their wares; grinding machines at work to mention but a few. This noise varies and 

often asynchronous. 

 

2.1.2 New Benin Market 

New Benin Market located at along New Lagos Road that connects Akpakpava road and Benin Lagos 

road. The market has a midpoint around cordinates 6.3448° N and 5.6340° E. The market is at the 

intersection between mission road and New Lagos road. The market is currently expanding from the 

intersection along the connecting roads in all direction. The market is renowned for affordable food and 

household items mostly for retail purchases. Major dealers of used electronics, traditional beads and 

clothing also abound in the market. The predominant noise in the market includes vehicle horns, bells of 

sellers drawing attentions to their wares, and shopping transactions. 
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2.1.3 Oregbeni Market 

Oregbeni market, also known as Ikpoba-Hill market, is located at Ramat park junction connecting 

Akpakpava and Benin-Asaba Express road in Ikpoba–Okha Local Government Area with midpoint 

around cordinates 6°20'56"N and 5°39'33"E. while Business activities occurs every day at the market, 

the highest form of activities causing noise occurs at the days designated as market as ‘Oregbeni Market 

day’ that takes place at least once in a week. On these market days, traders from the nearby villages and 

communities bring their farm produce to the market to sell at very affordable price for fairly large 

quantities. This correspondingly attracts patronages from distant customers who troupe to the market in 

large number either for consumption or resell. This increased beehive of activities leads to an increased 

noise level causing grave discomfort to those in around the market.  

 

2.2 Sampling Points 

A total of twelve (12) noise monitoring stations were carefully selected to represent all the noise-

producing segments of the markets. OB, NB and OR were chosen to refer to Oba market, New Benin 

market and Oregbeni market respectively for noise point source identification. Points of interest for noise 

measurement include road intersections and sections within the markets near the major roads that are 

opened for business on almost a daily basis and other obvious noise locations from morning to evening. 

Table 3 states the position and description of the noise points for which measurements was performed. 

 

Table 3: Sampling Stations and their Cordinates and Descriptions. 

Noise Point ID Northing Easting Description 

OB1 6°20'07.7” 5°37'11.2” The road intersection at the main entrance into the market, 

opposite the statue of Queen Iden. 

OB2 6°20'06.0” 5°37'12.2” The grinding machines section of the market. 

OB3 6°20'06.2” 5°37'10.3” The local food stuffs section of the market where food stuffs 

such as okra, crayfish, tomatoes etc are sold. 

OB4 6°20'05.9” 5°37'13.1” Along the walkway of the cosmetics section of the market. 

NB1 6°21'02.0” 5°37'54.8”  The road intersection at one of the entrances of the market 

NB2 6°21'04.2” 5°37'52.2” The clothing section of the market on the left side.  

NB3 6°21'01.8” 5°37'51.7” The inner section of the market where fresh foods are sold. 

NB4 6°21'05.1” 5°37'53.9” The electronics section of the market. 

OR1 6°21'00.5” 5°39'33.0” The road intersection at the entrance of the market, opposite 

Ramat Park. 

OR2 6°21'00.2” 5°39'32.8” The inner section of the market where food stuffs such as 

groundnut oil are sold. 

OR3 6°21'00.3” 5°39'33.1” The provisions store section of the market. 

OR4 6°21'00.1” 5°39'32.6” The section of the market where thrift items are sold during 

market day. 

 

2.3 Decibel-X Pro 

"Decibel-X PRO" is a paid sound meter apps available on Google play store that is reliably pre-calibrated 

and supports frequency weightings in the region of  ITU-R 468, A and C.  With ability for trim calibration 

from -15 dB to 15 dB and standard measurement range from 30 dBA up to 130 dBA. This noise meter 

app when installed in a smartphone device perfectly serves as a professional noise meter measuring 
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ambient sound pressure levels (SPL) of its sphere of operation. This mobile noise meter application was 

selected based on certain criteria with occupational relevancy such as its ability to:  

a) support A-weighted sound levels,  

b) report average sound level as a numeric value 

c) be accessible for public use being available in major digital app distribution platforms such as Apple 

Store and Google Play Store. 

 

2.4 Noise Measurement Procedures 

Measurements were conducted over a period of three weeks in the three different markets. The utilized 

Smartphone (LG v40 ThinQ) was removed from its protective case to ensure maximum access to the 

microphone. To ensure consistency of measurements, the phone was held at arm’s length (0.6m) and at 

shoulder’s height (1.5m) as the recording position for the duration of each sample. Phone was laid flat in 

the palm of the hand, screen facing up and microphone facing away from the body at a 180o angle. It 

should be noted that the measurements were altered for some locations due to space and location 

limitations outlined below. 

A-weighted instantaneous sound pressure level (LAi) measurements with a calibration of ±0.00, were 

taken for a period of four days per market and 6 hours per station, bringing the total periods of reading 

to 12 days within a span of three weeks. This procedure was carried out for morning (8:00 - 11:00 a.m.), 

afternoon (12:00 - 3:00 p.m.) and evening (4:00 - 7:00 p.m.). Two subsequent recordings were performed 

and recorded at each site for each sample within a 120-minute period, with each recording lasting one 

hour in duration. Each recording within the two hour period was averaged together to provide a more 

accurate representation of each time period. The mean noise levels at each market were obtained as thus 

[23, 30]: 

( ) eqA

eqA

LA
Mean noise Level LA

n
=
å

      (1.0) 

Where n is the number of noise source points per market 

2.5 Distribution of Structured Questionnaire  

Structured questionnaires were prepared and given to shop owner and residents near the markets. The 

shops and homes severely impacted by the noise were about 43, 38 and 42 in Oba markets, New Benin 

market and Oregbeni market respectively. Women comprise about 60% of respondents of the study. This 

was aimed at accessing the level of discomfort of the noise levels in the market at various times of the 

day. The results of the questionnaire were graphically depicted and statistically analyze using Microsoft 

excel. 

 

3.0 Results and Discussion 

3.1 Daily Summary of Noise level in the Markets 

The daily summary of sound measurement using decibel X-Pro is presented in tables 4 – 6 comprising 

Morning, afternoon and evening sound levels. 
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Table 4: Distribution of the Average, Minimum and Maximum Noise Levels in dB (A) during 

Morning Period 

Point ID Average Min. Max. 

OB1 89.40 44.55 120.60 

OB2 77.00 45.25 96.80 

OB3 89.20 45.65 109.30 

OB4 86.80 54.15 96.30 

NB1 82.90 40.35 96.30 

NB2 83.25 47.70 103.65 

NB3 87.65 50.75 105.25 

NB4 85.10 55.45 99.30 

OR1 83.65 45.50 96.05 

OR2 88.80 36.80 109.45 

OR3 83.10 53.90 96.25 

OR4 74.75 41.20 91.60 

 

Table 5: Distribution of the Average, Minimum and Maximum Noise Levels in dB (A) during 

Afternoon Period 

Point ID Average Min. Max. 

OB1 86.30 53.00 99.95 

OB2 79.80 45.85 99.40 

OB3 89.80 50.40 106.75 

OB4 82.45 46.05 97.90 

NB1 87.50 54.15 107.80 

NB2 81.85 39.85 98.50 

NB3 90.20 50.15 105.60 

NB4 82.65 43.90 100.35 

OR1 90.00 44.35 109.45 

OR2 83.60 53.55 94.60 

OR3 84.40 46.30 97.35 

OR4 74.30 42.15 86.75 
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Table 6: Distribution of the Average, Minimum and Maximum Noise Levels in dB (A) during 

Evening Period 

Point ID Average Min. Max. 

OB1 90.20 59.65 109.70 

OB2 83.60 38.50 97.45 

OB3 88.85 57.35 101.60 

OB4 84.40 46.20 103.35 

NB1 89.20 51.25 105.55 

NB2 85.55 41.90 104.70 

NB3 86.75 54.20 102.45 

NB4 84.80 42.65 100.50 

OR1 90.90 51.45 103.85 

OR2 84.95 49.75 102.20 

OR3 83.30 44.80 93.80 

OR4 80.10 50.45 96.95 

 

In the morning periods, records show that Oba Market has the highest noise level of 89.40 dB(A) with 

an average noise level of 84.59 dB(A); while New Benin Market has the highest average noise value of 

84.73 dB(A) within the period of 8am to 11am. Oregbeni market recorded the lowest mean noise level 

of 74.75 dB(A) within this period morning noise measurement. In the markets, the predominant noise 

section is those dealing with foodstuff items, with Oregbeni market having the maximum value of 

109.45dB. This is predominantly human-induced noise with associated desperation of shoppers to 

purchase goods before they are sold to another buyer. The noise form is usually chaotic in nature  

The highest mean in the markets in the afternoon were 89.90 dB, 90.20 dB and 90.00 dB at OB3, NB3 

and OR1 respectively. The peak maximum noise value was found at Oregbeni market section near the 

road intersection with a value of 109.45 dB. Similar scenario also occurred at the New Benin market 

while the food section at Oba market accounted for the Peak noise level in the afternoon 

For the three markets under review, the shop closest to the road experienced the highest average and 

loudest noise in the evening. The highest mean noise and loudest noise of 90.20dB and 109.70dB 

respectively was found in Oba market; 89.20dB and 105.55dB respectively for New Benin Market and 

90.90dB and 103.85dB at Oregbeni market. This is not too surprising considering that shoppers are 

hesitant to enter the interior section of the market in the evening coupled market closure policy by the 

regulating authority in evening period.  

3.2 Mean Noise Levels at the Markets 

The mean noise levels at each of the market, putting together all the noise producing section of the 

markets is shown in figure 2.0 
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Figure 2.0: Mean Noise Levels of the Markets and Designated Time Periods 

 

Figure 2.0 indicates that Oba Market produced the overall highest mean noise level of 86.76 dB(A) 

particularly in the evening while New Benin Market produced the highest mean noise level during the 

morning and afternoon sessions with 84.73 dB(A) and 85.55 dB(A) respectively. Oregbeni market 

produced the least mean noise levels within the period under review for the three markets examined. 

 

3.3. Deliverables from Questionnaire Studies 

Questionnaire studies revealed about seven noise sources in the markets abound. These include Traders 

Negotiating, Loud speakers, Grinding Machine, traffic, worship centres, generators and live-animals 

such as chickens, goats and other animals for sales but not slaughtered. Worship centre in this context 

indicate those make shift place of worship, particularly in the mornings, where traders congregate. The 

percentage of noise emanating from theses sources in each of the markets examined are shown in Table 

7. 

The survey showed that in Oba market, traffic activities produce the loudest noise followed by generators 

producing electricity with traders negotiating purchases coming as the third highest noise sources in the 

market. The least source of noise was found to be un-slaughtered animals in the market. 

similar to Oba market, New Benin market has traffic activities has the major source of noise followed in 

equal measure by noise from advert-calling loud speakers (81.6%) followed by make shift worship 

centres in the market (73.7%). The principal source of noise at Oregbeni market is grinding machine 

(90.7%) followed by generators (88.4%) and in equal measure, traders negotiating purchases and traffic 

activities (86%). The least noise from Oregbeni market is worship centres (53.5%). Overall, traffic 

activities featured as the major source of notice in three markets examined. 

 

Table 7: Distribution of Major Noise Sources in Each Market 

SOURCES 
Oba Market 

(%) 

New Benin 

Market (%) 

Oregbeni 

Market (%) 

Traders Negotiating 83.3 76.3 86.0 

Loud speakers 76.2 81.6 67.4 

Grinding Machine 69.0 60.5 90.7 
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Traffic 95.2 89.5 86.0 

Worship Centres 50.0 73.7 53.5 

Generators 88.1 81.6 88.4 

Un-slaughtered Animals 42.9 44.7 72.1 

 

3.4 Measure of Noise-induced discomfort in the markets 

With the questionnaire, measure of discomfort arising from noise was grouped into three classes namely: 

low, moderate and high discomforts. From Table 7, the level of noise induced discomfort at Oba market 

is generally low up to 11am from which it becomes moderate up 1pm, after which it becomes highly 

discomforting up to 5pm and remain moderate until the close of business. Similar trend occurred at New 

Benin market except that towards the close of business, the discomfort arising from noise is low at the 

close of business each day. Oregbeni market attains two noise peaks daily between 9am to 11am and 

3pm to 5pm. For the rest of the day, the level of discomfort is generally moderate. 

Table 8: Period of Noise-Induced Discomforts in the markets 

 

3.4 Adverse Effects of noise in the Markets 

The adverse effects of noise incorporated into the questionnaire for the three markets examined include 

disturbance, irritation, headache, loss of concentration, loss of hearing and stress, loss of sleep, anger, 

loss of appetite. As in noise induced discomfort, these adverse effects were grouped into three classes: 

low, moderate and high and shown in table 8. Respondents acknowledged that they experience high 

adverse effects arising from disturbance, irritation, headache, loss of concentration, loss of hearing and 

stress in the majority of cases in the markets examined. Loss of appetite appears not to be an issue with 

noise level by the respondents. 

 

Table 9: Measure of Adverse effects of noise by respondents in the markets 

Time 
Oba Market (%) 

New Benin Market  

(%) 
Oregbeni Markets (%) 

Low Moderate High Low Moderate High Low Moderate High 

7am-9am 66.7 26.2 8.1 68.4 31.6 - 76.7 16.3 7 

9am-11am 45.2 40.5 14.3 52.6 42.1 5.3 16.3 25.6 58.1 

11am-1pm 26.2 52.4 21.4 28.9 47.4 23.7 20.9 41.9 37.2 

1pm-3pm 16.7 38.1 45.2 18.4 34.2 47.4 27.9 39.5 32.6 

3pm-5pm 11.9 28.6 59.5 13.2 39.4 47.4 9.3 25.6 65.1 

5pm-7pm 21.4 45.3 33.3 13.2 50 36.8 23.3 39.5 37.2 

7pm-9pm 16.7 42.9 40.4 47.4 31.6 21 20.9 46.5 32.6 

Time 
Oba Market (%) 

New Benin Market  

(%) 
Oregbeni Markets (%) 

Low Moderate High Low Moderate High Low Moderate High 

Disturbance 7.1 23.8 69.1 13.2 23.7 63.1 9.3 30.2 60.5 

Irritation 11.9 35.7 52.4 10.5 39.5 50.0 14 39.5 26.5 

Headache 19.1 45.2 35.7 15.8 39.5 44.7 23.3 37.2 39.5 

Loss of Concentration 26.2 26.2 47.6 23.7 26.3 50.0 18.6 32.5 48.8 
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4.0 Conclusion and Recommendation 

The noise level effect at 70dB is considered annoying[38] and is regarded as the noise level stipulated 

for commercial areas such as markets. WHO [7, 18] posited that prolonged exposure to this noise level 

leads to hearing impairment. While intermittent period low noise abound in the markets under review, 

the average noise levels in the markets is between 77.00 to 89.20dB in the morning; 74.30 to 90.20dB in 

the afternoon and 83.30 to 90.90dB in the evening. While the adverse effects of noise may not be 

immediate, it is often irreversible from prolonged exposure to high decibel noise. It was noticed that New 

Benin market has the highest mean noise in the morning and afternoon while Oba market has the highest 

noise in the evening even as Oregbeni market sometimes experience occasional sharp and low noise 

hence accounting for its high average noise in afternoon and evening.  

Questionnaire study revealed that traffic activities accounts for the major source of noise at New Benin 

market and Oba market while grinding machine is the principal source of noise at Oregbeni market. The 

period of highest discomfort associated with noise is between 1pm to 5pm at Oba market and New Benin 

market, while Oregbeni market has two peaks between 9-11am and 3 - 5pm. With the exception of loss 

of appetite, respondents acknowledged the various adverse effects of noise such as irritation, loss of 

sleep, headaches etc  

 

While it may not be entirely possible to shut out noise in markets, with proper control, the effects of noise 

can be brought to a manageable level to make the environment more convenient for both sellers and 

shoppers. The following recommendations are considered: 

1. Relocate the market to a land some distance from the market to control traffic noise. The markets, by 

virtue of their locations, aggravate the noise (usually from vehicle horns) from traffic activities. 

2. Provide a dedicated power supply to the market to reduce dependence on generators  

3. Grinding machine vendors should be clustered and taken to a secluded area of the market where there 

would be mandatory use of ear muff. 

4. More civilised purchasing methods should be adopted where the minimum price tags are placed on 

items to avoid prolonged bargaining. 

5. Restriction on the use of loudspeakers over a prolonged period in the market environment should be 

enforced. 

6. Proper layout planning of market to ensure ease of movement of goods and people within the market 

space should be considered. Overcrowding in the market often contribute, immensely, to increased 

market noise. 

7. Further studies on noise pollution in other markets or commercial hubs in Benin City, Edo state and 

the nation at large should be carried out to increase the level of awareness of the harmful effects of 

noise pollution to the general public 

Loss of Hearing 21.4 35.7 42.9 13.2 34.2 52.6 23.3 34.8 41.9 

Stress 33.3 28.6 38.1 31.6 21.1 47.3 25.6 39.5 34.8 

Loss of Sleep 26.2 19.1 54.7 31.6 42.1 26.3 18.6 23.3 58.1 

Anger 19.1 38 42.9 23.7 36.8 39.5 21 32.5 26.5 

Loss of Appetite 54.7 28.6 9.7 50 36.8 13.2 60.5 30.2 9.3 
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Abstract 
From ARPAnet to the Internet, computer networks have entered the lives of a huge number of people way beyond the 

scientific community. They have connected more than 3 billion Internet users in more than 160 countries and regions 

around the world, greatly enriching the way people work and live. However, the ensuing cyber security problem is fast 

becoming the biggest destabilizing factor affecting the ubiquity of the network. It is grossly highlighted by the increasing 

number of malicious programs on the Internet, the continuous development of cyberattacks, the normalization of 

advanced persistent threats, the expansion of intelligent devices amongst others. Therefore, the development of related 

network security technologies continues to be the focus of research in the field of Network Security and Digital 

Forensics. Recent advances in Machine Learning provide novel solutions to the security problems encountered in 

computer networks. By making use of mathematical techniques across huge datasets, machine learning algorithms 

essentially build models of behaviour and utilizes these models for making future predictions based on new input data. 

Machine learning and recently Deep Learning techniques have found widespread applications and implementations in 

cyber security related issues. Many techniques, approaches, algorithms, methods and tools provided by Machine 

Learning sphere are successfully implemented and used by cybersecurity experts, digital forensic scientists and 

researchers to improve the security level of systems and networks as well as solve electronic crimes. This discourse 

serves to describe some Machine Learning models being deployed for the above purposes today 

 

Keywords: Cyberspace, ARPAnet, Machine Learning, Cyberattacks, Cybersecurity. 
 

 

1. Introduction 

From ARPAnet to the Internet, computer networks have entered the lives of people way beyond the 

scientific community. It has connected more than 3 billion Internet users in more than 160 countries 

and regions around the world, greatly enriching the work and life of people around the globe. 

However, the ensuing cyber security problem is becoming the biggest destabilizing factor affecting 

the use of the network. It is highlighted by the increasing number of malicious programs on the 

Internet, the continuous development of cyberattacks, the normalization of advanced persistent 

threats, and the expansion of intelligent devices. Therefore, the development of related network 

security technologies has always been the focus of research in the field of network security. Recent 

advances in Machine Learning provide new challenges and solutions to the security problems 

encountered in applications, technologies and theories. Machine learning and recently especially 

Deep Learning techniques have found widespread applications and implementations in security-

related issues. Many techniques, approaches, algorithms, methods and tools provided by Machine 

Learning are successfully implemented and used by security experts and researchers to improve the 

security level of systems and networks.  Information is a backbone of modern society, and industry 

therefore protecting systems which process information is an important part of existence. 

Unfortunately, cybersecurity problems are evolving as fast as the technology changes and in the 

result, the number and the complexity of cyber attacks on information systems significantly 

increased within the last couple of years. The problem of cybersecurity is closely related to 

knowledge management problems. As these problems become more complex, protective measures 

have to benefit from developments in the fields of data mining and artificial intelligence to remain 

effective. The appeal and pervasiveness of machine learning (ML) is fast growing. Existing methods 

are being improved, and their ability to understand and answer real life issues is highly appreciated. 

http://www.nipesjournals.org.ng/
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These achievements have led to the adoption of machine learning in several domains, such as 

computer vision, medical analysis, gaming and social media marketing [1]. In some scenarios, 

machine learning techniques represent the best choice over traditional rule-based algorithms and 

even human operators [2]. This trend is also affecting the cyber security field where some detection 

systems are being upgraded with ML components [3]. Although devising a completely automated 

cyber defence system is yet a distant objective, first level operators in Network and Security 

Operation Centres (NOC and SOC) may benefit from detection and analysis tools based on machine 

learning algorithms. 

1.1. Taxonomy 

1.1.1 Cybersecurity 

Cyber security could be described as the aggregation of technologies and processes designed to 

protect computers, networks, programs, and data from attack, unauthorized access, change, or 

destruction. These systems are composed of network security and host security systems, every of 

those has a minimum firewall, antivirus computer code, associated with an intrusion detection 

system (IDS). 

1.1.2 Cyberspace  

This is a global domain within the information environment that consists of interdependent network 

of information systems infrastructure including the internet, telecommunications network, computer 

systems and embedded processors and controllers amongst others. 

1.1.3 Artificial Intelligence 

Artificial Intelligence (AI) has been considered the science of training machines in order to perform 

human tasks. There are many applications that AI has been involved in which include robotic 

vehicles, speech recognition, machine translation, and recently wireless communications [4]. 

1.1.4 Machine Learning 

This is a specific subset of AI which includes techniques that are used for training machines in how 

to learn, without being explicitly programmed. Machine Learning (ML) is classified into supervised 

learning, semi-supervised learning, unsupervised learning, and reinforcement learning (RL) [4]. 

1.2. Rise of the (AI) Machines 

Cisco’s 2018 Annual Cybersecurity News Report found that nearly a third of Chief Information 

Security Officers (CISOs) have adopted AI as a way to improve the overall effectiveness of their 

cybersecurity strategy. Many security leaders reported that they were now “completely reliant” upon 

AI technologies to help protect their networks and sensitive data. As malicious programs have 

become more advanced, they have learned to hide themselves better and deeper. They can alter their 

own code, making it nearly impossible for older technology systems to detect them. AI-based 

cybersecurity solutions however can identify malicious behavior patterns in network traffic and in 

files and websites being introduced to a computer network. The catch is that AI algorithms alone 

can only identify what they have been trained to identify. While machine learning (a particular type 

of AI) makes it possible for an artificial intelligence system to grow and adapt over time, they are 

still limited by how they were initially set up and trained by a human operator. Through machine 

learning, the AI becomes smarter, learning to identify even more complex behavioral patterns. 

Machine learning can be used to tailor an AI-based solution to a specific network and environment 
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and can be used to identify progressively more complex threats as they are developed. But they need 

human guidance and course correcting to carry out their functions. However, security professionals 

are not the only ones using AI, malicious attackers are, as well. This has escalated into an arms race 

between the two sides, with both malicious programs and security solutions becoming steadily more 

intelligent. 

1.3. AI for Cybersecurity 

Artificial intelligence cannot do anything that humans cannot. After all the whole premise of AI is 

to create a machine that imitates human behavior. But it can do things faster, and can analyze large 

volumes of data that would be very time consuming for a human being. AI can automatically use 

complex pattern recognition tools to identify the hallmarks of a malicious program. While it is not 

all-powerful and cannot identify all threats, AI is an essential tool that reduces the amount of time 

that Information Technology (IT) professionals need to spend investigating attack alerts. This 

feature underlies perhaps the most important benefit of AI. Artificial intelligence can quickly detect 

many a cybersecurity threats, escalating the issues to the attention of human analysts. AI can also 

save human analysts significant amounts of time required to identify threats that they potentially 

would not have been able to. However, AI cannot completely replace dedicated IT professionals 

although it is increasingly being integrated into next-generation cybersecurity solutions [5]. A few 

of the major advantages of using AI for cybersecurity include handling large volume of data, AI 

cybersecurity can learn over time, Artificial intelligence identifies unknown threats (i.e., spot zero-

day attacks).  

2. Types of Cyber Attack 

2.1 Vulnerability Scan 

 It is the scanning process for the detection of security vulnerabilities in the system. Software such 

as Nmap, Nessus, OpenVAS are frequently used for this process. This process could also involve 

collecting information about the target system and extracting network map of the target system. The 

first stage of the cyber attack architecture is vulnerability detection. After this stage, the attack 

methodology is determined by the attacker [6], [7]. 

2.2 Denial of Service (DoS) 

It is the type of attack carried out by exploiting resource capacities of the target system such as RAM 

and CPU. In this type of attack, the target system is deactivated and the system cannot serve the 

intended purpose [8]. 

2.3 Distributed Denial of Service (DDoS) 

They are the attacks intended to deactivate the target system much more quickly. DDoS attacks are 

carried out from multiple attack sources simultaneously. In DDoS attacks, in order to deactivate the 

target system, bandwidth is usually exploited or many connection requests are sent to the system at 

the same time. Thus, the system becomes unable to respond to incoming legitimate connections. 

This attack scenario is done by methods such as ICMP flooding, HTTP flooding, TCP flooding, etc. 

[9], [10]. 

2.4 Brute Force Attack 

It is a type of attack designed to get full authority on the target system. The aim is mostly to obtain 

the password of the user, who is authorized to system. In order to obtain the login information of 
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the target system, data is uploaded to the target system. If there is no information available, different 

username and password combinations are tried in order to crack the password. This type of attack 

is frequently applied to network systems using protocols such as Remote Login, SSH, RDP, FTP, 

HTTP [11],[12]. 

2.5 Exploit 

This is a type of attack on the target system designed to raise authority. The system is seized with 

pieces of code prepared for vulnerabilities in software or hardware in the systems. There are many 

types of exploits. But the most dangerous are the Zero Day Exploits because these exploits are 

written as soon as a security vulnerability is detected in the system and system administrators are 

not aware of the vulnerability [13], [14]. 

2.6 SQL Injection 

This is mostly an attack on Web applications. Vulnerabilities in websites’ databases are used to 

compromise the database. Thus, user information and confidential information on websites can be 

accessed. This type of attack ranks first in OWASP (Open Web Application Security Project), which 

deals with web applications security [15], [16]. 

3. Classification of Machine Learning Algorithms for Cyber Security 

Machine learning includes a large variety of paradigms in continuous evolution, presenting weak 

boundaries and cross relationships. Furthermore, different views and applications may lead to 

different classifications of algorithms. Hence, we cannot refer to one fully accepted taxonomy from 

literature, but a taxonomy intended to capture the differences among the myriad of techniques that 

are being applied to cyber detection, is shown in Figure 1. This taxonomy is specifically oriented to 

security operators and avoids the ambitious goal of presenting the ultimate classification that can 

satisfy all AI experts. The first discriminant in Figure 1 is between the traditional ML algorithms, 

which today can be referred to as Shallow Learning (SL), in opposition to the more recent Deep 

Learning (DL). Shallow Learning requires a domain expert (that is, a feature engineer) who can 

perform the critical task of identifying the relevant data characteristics and categories before 

executing the SL algorithm. Deep Learning relies on a multi-layered representation of the input data 

and can perform feature selection autonomously through a process.  

 



 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

350-359 

354 

 

 
Figure 1. Classification of ML Algorithms for Cyber Security Applications [17] 

 

SL and DL approaches can be further characterized by distinguishing between supervised and 

unsupervised algorithms. The supervised techniques require a training process with a large 

representative set of data that have been previously classified by a human expert or through other 

means. The unsupervised approaches do not require a prelabelled training dataset. In this section, 

we consider and compare the most popular categories of ML algorithms, in Figure 1. However, each 

category includes other different techniques. 

 

3.1 Shallow Learning 

3.1.1 Supervised SL algorithms 

• Naïve Bayes (NB) 

These algorithms are probabilistic classifiers which make the a-priori assumption that the 

features of the input dataset are independent from each other. They are scalable and do not 

require huge training datasets to produce any appreciable results. 
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• Logistic Regression (LR) 

These are categorical classifiers that adopt a discriminative model. Like NB algorithms, LR 

methods make the a-priori independency assumption of the input features. Their performance is 

highly dependent on the size of the training dataset. 

 

• Support Vector Machines (SVM). 

These are non-probabilistic classifiers that map data samples in a feature space with the aim of 

maximizing the distance between each category of the samples. They do not make any 

assumption on the input features, but they perform poorly in multi-class classifications. Hence, 

they should majorly be used as binary classifiers. Their limited scalability might lead to longer 

processing times. 

 

• Random Forest (RF) 

A random forest is a set of decision trees, and considers the output of each tree before providing 

a unified final response of the entire process. Each decision tree is a conditional classifier: the 

tree is visited from the top and, at each node, a given condition is checked against one or more 

features of the analysed data. These methods are efficient for large datasets and excel at 

multiclass problems, but deeper trees might lead to overfitting. 

 

• Hidden Markov Models (HMM) 

These techniques model the system as a set of states producing outputs with different 

probabilities; the goal is to determine the sequence of states that produced the observed outputs. 

HMM are effective for understanding the temporal behaviour of the observations, and for 

calculating the likelihood of a given sequence of events. Although HMM can be trained on 

labelled or unlabeled datasets, in cyber security they have mostly been used with labelled 

datasets. 

 

• K-Nearest Neighbour (KNN) 

KNN are used for classification and can be used for multi-class problems. However, both their 

training and test data phase are computationally demanding as to classify each test sample, they 

compare it against all the training samples. 

 

• Shallow Neural Network (SNN) 

These algorithms are based on neural networks, which consist in a set of processing elements 

(that is, neurons) organized in two or more communicating layers. SNN include all those types 

of neural networks with a limited number of neurons and layers. Despite the existence of 

unsupervised SNN, in cyber security they have mostly been used for classification tasks. 

 

 3.1.2 Unsupervised SL algorithms 

• Clustering.  

These algorithms group data points that present similar characteristics. Well known approaches 

include k-means and hierarchical clustering. Clustering methods however have a limited 

scalability, but they represent a flexible solution that is typically used as a preliminary phase 

before adopting a supervised algorithm or for other purposes such as anomaly detection. 

 

• Association 

These algorithms aim to identify unknown patterns between data, making them suitable for 

prediction purposes. However, they tend to produce an excessive output of not necessarily valid 

rules, hence they must be combined with accurate inspections by a human expert. 
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3.2 Deep Learning (DL) 

All DL algorithms are based on Deep Neural Networks (DNN), which are large neural networks 

organized in many layers capable of autonomous representation learning. 

 

3.2.1 Supervised DL Algorithms 

• Fully-connected Feedforward Deep Neural Networks (FNN) 

These are a variant of DNN where every neuron is connected to all the neurons in the previous 

layer. FNN do not make any assumption on the input data and provide a flexible and general-

purpose solution for classification, at the expense of high computational costs. 

 

• Convolutional Feedforward Deep Neural Networks (CNN) 

These are a variant of DNN where each neuron receives its input only from a subset of neurons 

of the previous layer. This characteristic makes CNN effective at analysing spatial data, but their 

performance decreases when applied to nonspatial data. CNN have a lower computation cost 

than FNN. 

 

• Recurrent Deep Neural Networks (RNN) 

 These are a variant of DNN whose neurons can send their output also to previous layers; this 

design makes them harder to train than FNN. They excel as sequence generators, especially their 

recent variant, the long short-term memory. 

 

3.2.2 Unsupervised DL algorithms 

• Deep Belief Networks (DBN) 

They are modelled through a composition of Restricted Boltzmann Machines (RBM) which 

is a class of neural networks without output layer. DBN can be successfully used for pre-training 

tasks because they excel in the function of feature extraction. They require a training phase, but 

with unlabeled datasets. 

 

• Stacked Autoencoders (SAE) 

They comprise multiple Autoencoders, a class of neural networks where the number of input 

and output neurons are equal. SAEs excel at pre-training tasks similarly to DBN, and achieve 

better results on smaller datasets. 

 

4. Areas of Applications  

There are three major areas where most cyber ML algorithms are finding application namely: 

Intrusion detection, Malware analysis, and Spam detection. An outline of each field is presented 

below. 

4.1 Intrusion detection  

It aims to discover illicit activities within a computer or a network through Intrusion Detection 

Systems (IDS). Network IDS are widely deployed in modern enterprise networks. These systems 

were traditionally based on patterns of known attacks, but modern deployments include other 

approaches for anomaly detection, threat detection and classification based on machine learning. 

Within the broader intrusion detection area, two specific problems are relevant to analysts: the 

detection of botnets and of Domain Generation Algorithms (DGA). A botnet is a network of 

infected machines controlled by attackers and misused to conduct multiple illicit activities. Botnet 

detection aims to identify communications between infected machines within the monitored 

network and the external command-and control servers. Despite many research proposals and 

commercial tools that address this threat, several botnets still exist. DGA automatically generate 
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domain names, and are often used by an infected machine to communicate with external server(s) 

by periodically generating new hostnames. They represent a real threat for organizations because, 

through DGA which relies on language processing techniques, it is possible to evade defences based 

on static blacklists of domain names. 

 

4.2 Malware analysis  

This is an extremely relevant problem because modern malware can automatically generate novel 

variants with the same malicious effects but appearing as completely different executable files. 

These polymorphic and metamorphic features defeat traditional rule-based malware identification 

approaches. ML techniques can be used to analyse malware variants and attribute them to the correct 

malware family.  

 

4.3 Spam and phishing detection 

It includes a large set of techniques aimed at reducing the waste of time and potential hazard caused 

by unsolicited emails. Nowadays, unsolicited emails, namely phishing, represent the preferred way 

through which an attacker establishes a first foothold within an enterprise network. Phishing emails 

include malware or links to compromised websites. Spam and phishing detection are increasingly 

difficult because of the advanced evasion strategies used by attackers to bypass traditional filters. 

ML approaches can improve the spam detection process [17]. 

5. Challenges to Machine Learning in Cybersecurity 

However, machine learning is no silver bullet, not least for an industry still experimenting with these 

technologies in proof of concepts. There are numerous pitfalls. Machine learning systems 

sometimes report false positives (from unsupervised learning systems where the algorithms infer 

categories based on data), while some analysts have spoken candidly about how machine learning 

in security can represent a “black box” solution, where CISOs aren’t totally sure what’s “under the 

hood.” They are thus forced to place their trust and responsibility on the shoulders of the vendor – 

and the machines [18]. While AI is being leveraged in a wide number of areas, cybersecurity is one 

that has received special attention because of the rate at which threats are evolving and the volume 

of attacks. Organizations require a solution that can keep up. AI sometimes is championed as that 

solution – a silver bullet that will “solve” cybersecurity. While that isn’t the case, AI is an exciting 

technology that provides some real-world benefits today, and promises to have even greater 

potential for the future. 

6. The Limitations of AI for Cybersecurity 

Though AI is very powerful, it is still a relatively new technology when it comes to cybersecurity, 

and still has some limitations as stated below. 

• AI is not sophisticated enough to replace human analysts 

there’s still the potential for false positives and missed detection. AI is best used as a tool for human 

analysts to use – as it reduces the amount of time and resources that need to be spent evaluating 

potential threats – but not a tool to replace analysts. 

• Cyber threats are constantly evolving  
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Bad actors are creative and have virtually unlimited resources; in some areas, cybercrime is an 

economy unto itself. As new threats emerge, security solutions that use artificial intelligence have 

to be re-trained in order to keep up. 

• Cybercriminals also use AI  

They are able to acquire AI-driven cybersecurity solutions and test their malicious programs against 

them. As a result, they can theoretically create an AI proof malware strain. They also use machine 

learning to understand what AI-based security systems are looking for, and then can either disguise 

their attack or pollute the sample so that their attack appears to be benign. Security is the only field 

where AI systems fight back. 

• It is better to be cautious  

AI systems are not yet advanced enough to be 100% accurate in distinguishing between malicious 

and benign activity. To protect a network and its applications and data, most cybersecurity solutions 

(including AI-based solutions) err on the side of caution. That is, when in doubt, they flag something 

as anomalous and potentially threatening. This creates alerts about anomalous activities that need to 

be investigated by human analysts and turn out to be benign. The alternative is to be cautious in 

order to minimize the number of false positives and risks of missing real attacks. 

7. Conclusion 

This paper presents a review of machine learning models being deployed for cybersecurity. Many 

algorithms and techniques which serve as platform for these models have also been described. 

Machine learning cold be highly beneficial to the cyber security industry when cyber attacks are 

treated as a data problem. It is recommended that the Nigerian Cyber security Industry research 

more and consequently deploy such models owing to the associated benefits.  
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Abstract 
Antispam techniques have been developed for decades and many methods for mitigating spam emails have also been 

applied in the SMS domain. These include Artificial Intelligence techniques. This work is aimed at the development and 

subsequent deployment of a spam detection model using Deep Learning algorithms. Various Spam data repositories 

were scanned for usable data required to create the model. Packages such as Google Colab, Pandas, Seaborn, 

Matplotlib and Wordcloud were used for Expository data analysis to gain insight into the nature of the data. Packages 

such as Tensorflow, Python-dotenv, Scikit learn were used to create and evaluate the Deep Learning model. Finally, 

the model was deployed using Flask, a python library for web development. The web application was used to read SMS 

messages sent to a Twilio phone number which classified the messages into spam or ham. The results showed an 

accuracy score of 98.3% which proves that the developed model is highly reliable for detecting SMS Spam messages. 

Keywords: Spam, SMS, Python, Machine Learning, Deep Learning, Model. 
 

 

1. Introduction 

One of the most popular and common communication services is the Short Message Service, known 

as SMS. SMS traffic volumes have risen from 1.46 billion in 2000 to 7.9 trillion in 2012 [1]. SMS-

capable mobile phone users had reached 6.1 billion users by the year 2015 [2]. Short Message 

Service (SMS) is a service for transmitting short length messages of around 160 characters to 

various devices such as mobile phones, PDAs, Tablets, etc. utilizing certain standard protocols. It 

basically serves as an alternative means of communication to voice calls in situations where voice 

communication is not possible or is not desired. SMS is one of the most ubiquitous phone services 

with billions of people on the planet sending text messages every day. However, besides the 

legitimate use of such a communication service, criminals also take advantage of it for their 

nefarious activities. It is a major conduit for spam messages [3]. Spam refers to any kind of 

unwanted, unsolicited digital communication sent out in bulk (i.e. to multiple recipients who did not 

solicit for them). Unsolicited implies that the recipient did not grant verifiable permission for the 

message to be sent to him or her. Bulk implies that the message sent is part of a larger collection of 

messages which have virtually the same contents [4]. Spam is an issue about consent of the recipient 

and not necessarily message content. A message is said to be Spam only if it is both Unsolicited and 

Bulk. The problems caused by spam are due to the combination of the unsolicited and bulk nature 

of the messages. The quantity of the unwanted messages swamps messaging systems and drowns 

out the legitimate messages for recipients. Spam is commonly used as a medium for advertising 

products and services. According to [5], ninety-eight percent of all spam messages sent are a form 

of products or services advertisement which would apparently seem harmless while the remaining 

two percent pose the threat to the internet community and results in great losses. Spam instances 

include, Phishing mails that steal users login information and identities, Messages from internet 

fraudsters that mislead internet users to pay money in exchange for great riches or reward which are 

nonexistent, Malspam that intend to make users download malicious web content attached to the 

messages. However, Spam messages do not only appear in emails, they are also present in Internet 

forums, Text messages, Blog comments and other social media. Although SMS spam is less 

prevalent than email spam, it still accounts for roughly 1% of texts sent in the United States and 

30% of text messages sent in parts of Asia. In the United States, SMS spam messages have been 

illegal under the Telephone Consumer Protection Act since 2004. Citizens who receive unsolicited 

http://www.nipesjournals.org.ng/
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SMS messages can now bring the solicitors to small claims court. In 2009, China’s three main 

mobile phone operators (China Telecom, China Mobile Ltd and China Unicom) signed an 

agreement to combat mobile spam by setting limitations on the number of text messages that could 

be sent each hour [6]. Spam first spread explosively as emails in the first decade of the 21th century 

as reflected by the statistical results in [7]. However, due to the fact that SMS is low-cost, bulk-

sending, and reliably reaches intended recipients, spam began to gravitate towards this most popular 

and globally used communication service. Recently SMS is the recorded the most used data service 

in the world. In 2017 alone, the world sent 8.3 trillion SMS messages while the number of SMS 

messages sent monthly is 690 billion, this proves that SMS is important for business as well as other 

arenas of communications [8]. The companies hosting the bulk SMS sending service therefore have 

to continuously improve their spam filtering technology so as to combat spam SMS. This is however 

an arduous task as SMS contain limited words, abbreviations, etc. In addition, SMS spammers tend 

to use legitimate words to increase the rank of spam messages in spam filters and also use obfuscated 

words to confuse the spam filters. In order to address these deficiencies, Machine Learning 

algorithms which utilize Natural Language Processing should be implemented in Spam Detection 

and filtering.  

1.2 An Overview of Spam  

The history of spam dates back to 1864, over a hundred years before the advent of the Internet, with 

a telegram sent out en-masse to a number of British politicians. In a prescient sign of future 

developments, the telegram was an advertisement for a teeth whitening product. The first example 

of an unsolicited email dates back to 1978 and the precursor to the Internet—ARPANET. This proto-

Internet spam was an advertisement for a new model of computer from Digital Equipment 

Corporation (DEC). However, it worked as many people bought the computers. By the 1980s, 

internet users came together on regional online communities, called bulletin boards (BBSes), that 

were administrated by hobbyists on their home servers. On a typical BBS, users were able to share 

files, post notices, and exchange messages online. During heated online exchanges, users would 

type the word “spam” over and over again to drown each other out. This was done in reference to a 

Monty Python sketch from the year 1970 in which a husband and wife eating at a working-class 

café find that almost everything on the menu contains Spam. As the wife argues with the waitress 

over the preponderance of Spam on the menu, a chorus of Vikings drowns out the conversation with 

a song about Spam. The use of the word “spam” in this context, i.e., loud annoying messaging, 

caught on much to the chagrin of Hormel Foods, the maker of Spam recipe. Over on Usenet, a 

precursor to the modern day Internet (with functions much like today’s Internet forums), “spam” 

was used to refer to excessive multiple posting across multiple forums and threads. The earliest 

Usenet spam included a fundamentalist religious tract, a political rant about the Armenian Genocide, 

and an advertisement for green card legal services. Spam did not start in earnest until the rise of the 

Internet and Instant email communication in the early 1990s. It however reached epic proportions 

with hundreds of billions of spam emails overwhelming inboxes. In 1999, Melissa, the first virus 

that spread via macro-enabled Word documents attached to emails was let loose upon the digital 

world. It spread by ransacking victims’ contact lists and spamming itself to everyone the contact list 

of the victim. Melissa resulted in $80 million in damages, according to the FBI (Federal Bureau of 

Investigation).  Due to the absence of any anti-spam legislation, professional spammers rose to 

prominence, including the self-proclaimed “Spam King” Sanford Wallace. Wallace was at one time 

reckoned the biggest sender of spam emails and social media spam on websites like Myspace and 

Facebook. It was in the early 2000s that governments the world over began to get serious about 

regulating spam. Notable among them are all member countries of the European Union and the 

United Kingdom who have strict legislations in place to restrict spam. Likewise, in 2003 the United 

States enacted laws cheekily called the CAN-SPAM Act. These laws, in the United States and 

abroad, place restrictions on the content, sending behavior, and unsubscribe compliance of all 
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emails. Concurrently, top email providers such as Microsoft and Google worked hard to improve 

spam filtering technology. Microsoft’s Bill Gates predicted spam would disappear by 2006. Under 

the influence of the enacted laws, a number of spammers, including the Spam King, were arrested, 

prosecuted and jailed for illicit activities online. In 2016, Sanford Wallace (aka Spam King) was 

convicted, sentenced to 30 months in prison, and ordered to pay hundreds of thousands in restitution 

for sending millions of spam messages on Facebook. Despite all the mitigation measures put in 

place, spam propagation is still an issue.  

1.3 Types of Spam  

Types of Spam include:  Advance-fee scams, Phishing emails, Malspam and , Spam on 

mobile/Android devices [9].  

1.4 Spam Text Messages and Phishing  

Scammers usually send fake text messages to trick victims into giving personal information such as 

password, account number, or Social Security number. Once they lay hold on such information, 

they could gain access to email, bank, or other accounts of victims. They could also go ahead to sell 

information to other scammers or criminals on dark websites. The scammers use a variety of 

irreconcilable stories to try to rope in victims. They may promise free prizes, gift cards or coupons. 

Scammers also send fake messages that may state that they have some information about victim’s 

account or transaction process. For instance, they may impersonate bank authorities and state that 

they have noticed some suspicious activity on victim’s account. They may go ahead to claim there 

is a problem with payment details and send a fake invoice requesting victims to contact them if they 

did not authorize the purchase or send a fake package delivery notification to the victim. Other spam 

messages may install harmful malware on mobile phone of victims that steal personal information 

without victims realizing it [10]. 

1.5 Machine Learning  

Arthur Samuel (1959) defined Machine learning as the field of study that gives machines the ability 

to learn without being explicitly programmed. Machine learning systems can be classified according 

to the amount and type of supervision they get during training as: Supervised learning, Unsupervised 

learning, Semi-supervised learning and Reinforcement learning.  

1.5.1 Supervised Learning  

In supervised learning, the training data contains both features and label. For example, predicting 

the price of a car given a set of features (mileage, age, brand, etc.). To train the model, we give the 

systems many examples of cars which include the features and the correct label. Some examples of 

supervised learning algorithms are k-Nearest Neighbors, Linear Regression, Logistic Regression, 

Decision Trees and Random Forest, Neural Networks.  

1.5.2 Unsupervised Learning  

In this type of machine learning, the training data is unlabeled. The system tries to learn without a 

“supervisor”. Here the model tries to group similar data together: a form of clustering. Examples of 

unsupervised learning algorithms are K-means, DBSCAN, Hierarchical Cluster Analysis (HCA), 

Principal component analysis (PCA).   
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1.5.3 Semi-supervised learning  

Labeling data is usually time-consuming and costly because sometimes the data could contain plenty 

of unlabeled data as well as labeled instances. Some algorithms can deal with data that is partially 

labeled. Most semi-supervised learning algorithms are a combination of unsupervised and 

supervised algorithms. For example, Deep Belief Networks (DBNs) are based on unsupervised 

components called Restricted Boltzmann Machines (RBMs) stacked on top of one another. RBMs 

are trained sequentially in an unsupervised manner and then the whole system is fine-tuned using 

unsupervised learning techniques.  

1.5.4 Reinforcement Learning  

In this kind of learning, the learning system called the Agent can observe the environment, select 

and perform actions, and get rewards in return. It must then learn by itself what the best strategy is 

(called a policy) to get the most reward over time. A policy defines what action the agent should 

choose when it is in a given situation.  

In addition to these categories, machine learning can also be classified as either a Regression 

problem or a Classification problem. In Regression, continuous values are predicted, for example, 

the price of a house, quantity of goods to be sold in the coming month etc. For classification, discrete 

values are predicted, the model tries to predict the class of a particular feature for example, 

predicting breast cancer as either malignant or benign, classifying emails as either spam or non-

spam. The Spam detection task falls under the natural language processing aspect of machine 

learning as the messages are text data. It is a binary classification task as we are predicting whether 

the message is either spam or ham.  

1.6 Deep Learning  

Deep learning is a class of the broad machine learning family based on artificial neural networks. It 

is inspired by the structure and function of the brain. Artificial neural network is a mathematical 

model that changes its structure during learning. In deep learning, a computer model learns from 

images, text, or sound. These models transform its input data into meaningful outputs, a process that 

is learned from exposure to known examples of inputs and outputs. Deep learning has experienced 

huge advancements in the artificial intelligence space and has been instrumental in many 

applications. Deep neural networks consist of multiple layers of interconnected nodes, each of which 

uses a progressively more complex deep learning algorithm to extract and identify features and 

patterns in the data. They then calculate the likelihood or confidence that the object or information 

can be classified or identified in one or more ways. The input and output layers of a deep neural 

network are called visible layers. The input layer is where the deep learning model ingests the data 

for processing, and the output layer is where the final identification, classification, or description is 

calculated. In between the input and output layers are hidden layers where the calculations of each 

previous layer are weighted and refined by progressively more complex algorithms to zero in on the 

final outcome. This movement of calculations through the network is called forward propagation. 

Another process called back propagation identifies errors in calculated predictions, assigns those 

weights and biases, and pushes them back to previous layers to train or refine the model. Together, 

forward propagation and back propagation allow the network to make predictions about the identity 

or class of the object while learning from inconsistencies in the outcomes. The result is a system 

that learns as it works and gets more efficient and accurate over time when processing large amounts 

of data. 
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2. Methodology 
2.1 Importing Libraries & Data  

The first step is to import libraries that we require to execute various codes. Thereafter the Data is 

imported. We treated the ham and spam message classification as a supervised machine learning 

problem. In a supervised machine learning problem, the inputs and the corresponding outputs are 

available during the algorithm training phase. During the training phase, the machine learning algorithm 

statistically learns to find the relationship between input texts and output labels. While testing, inputs 

are fed to the trained machine learning algorithm which then predicts the expected outputs without 

knowing the actual outputs. For supervised ham and spam message classification, we needed a dataset 

that contains both ham and spam messages along with the labels that specify whether a message is a 

ham or spam. In this paper, we used that open-source Spambase dataset from the UCI machine learning 

repository [11]. To import the above dataset into the work, we used the read_csv() method of the Pandas 

library as shown in appendix. 

 

2.2 Data Exploration and Visualization  

We explored the data to identify the target variables and do a bit of preprocessing on the dataset. Before 

application of machine learning algorithms to a dataset, it is always a good practice to visualize data to 

identify important data trends. We first plot the distribution of ham and spam messages in our dataset 

using a Bar chart. The dataset consists of 5569 messages of two classes: spam and ham messages. There 

are 745 spam messages (shown in Figure 1). The dataset comprises two columns, the message and the 

label. The label or target variable is what we are trying to predict (i.e., spam or ham). 

 

 

 Figure 1: Bar Chart Visualizing Data Distribution.  

 
2.3 Exploratory Data Analysis.  

Exploratory Data Analysis is one of the most crucial steps in data science processes. It helps the scientist 

to understand and gain insight from the data. In this paper, we used Word Cloud, an open source tool 

for visualizing and analyzing the data. Wordclouds are a simple yet effective method of text 

visualization. The spam/ham messages were visualized using some wordclouds as shown in Figures 2a 

and b respectively. The frequency or importance of the words in the data is represented by the size of 

the text in the image. 
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Figure 2a: WordCloud Spam Messages.  

 

 

Figure 2b: WordCloud Ham Messages. 

 

It is clearly seen from the visualizations above how the two categories of messages are differentiated.  

 



 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

360-371 

366 

 

• Spam messages: It can be noticed that in the spam messages, there is a higher frequency of “spammy” 

words such as: free, text, stop, call, message, etc. This gave our model better insight into what makes up 

a spam message.  

• Ham messages: It is also noticed that Ham messages contain words such as love, time, home, work, 

etc.  

 

2.4 Data Preprocessing  

The datasets were collected from different sources without processed inputs for the machine learning 

algorithm. The first preprocessing step employed was cleaning the raw message data. This involved the 

following steps:  

 

• Converting to lower case (Case normalization): This was to capture the unique tokens and not 

differentiate between alphabet cases. Lowering the case of the text is essential because the word 

“SPAM”, “Spam”, “spam” all means the same thing and add the same value to the sentence but the 

model may see them different. Words that occur for a very few times or in a large number of documents 

are not very good for classification hence they were removed. 

  

• Removing special characters: Special characters such as “”, (),! , were also removed.  

 

• Removing stop words: English stop words such as a, to, i, am, is were removed as they do not help 

much in classification procedure. The important words were the tokens other than the stop words. So, 

we removed the stop words from the messages as they do not represent any differentiating factor.  

 

• Removing hyperlinks. 

• Removing numbers. 

 

• Removing whitespaces. 

 

• Word Stemming: Stemming algorithms work by removing the end or the beginning of the words, 

using a list of common prefixes and suffixes that can be found in that language. We implemented 

stemming on words to bring them to their root form. 

 

• Word Lemmatization: Lemmatization involves utilizing the dictionary of a particular language and 

trying to convert the words back to their base form. In the paper, the NLTK library in python was used 

to implement the Word Stemming and Word Lemmatization algorithms. 

 

The next step after cleaning the data was to tokenize the cleaned data. Most deep learning algorithms do 

not work with texts and thus the data needs to be converted to numerical values. Tokenization is the 

process of splitting text into smaller chunks called tokens that can then be fed into the deep learning 

model as features.  

 

2.5 Dividing Data into Training and Test Sets  

Machine learning algorithms learn from the training set, and to evaluate how well the trained machine 

learning algorithms performs, predictions are made on the test set. It was therefore necessary to divide 

our data into the training and test sets. To achieve this, the train_test_split() method from the 

sklearn.model_selection module was implemented as shown in appendix. 

 

2.6 Training the Deep Learning Model  

Very simple neural network architecture was used in this work because of the small data size and to 

avoid over fitting. The input consists of an Embedding layer that takes integers as input, then looks up 

these integers in an internal dictionary, and returns the associated vectors. Summary of the model is 
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shown in the appendix. The model was thereafter fitted with the training set. The model trained for a 

number of epochs and stopped when there was no further improvement. This was made possible by the 

early stopping callback. The model training ran for about 11 or 12 epochs as shown in Figure 3. This 

variation was due to the stochastic nature of the model and even data splitting. 

 

 

 
 

Figure 3: Model Training with Epoch Display. 

3. Results and Discussion 

3.1 Evaluation of Algorithms  

Once predictions were made, the next step was to evaluate the algorithm. Algorithm evaluation 

involved comparing actual outputs in the test set with the outputs predicted by the algorithm. 

Performance evaluation of a classification algorithm can be done using accuracy, F1, recall, and 

confusion matrix as performance metrics. In this paper, confusion matrix and accuracy were used 

as the performance metrics. 

 

 

Figure 4: Confusion Matrix. 
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Figure 5: Training Logs displaying Accuracy of Model. 

The final accuracy for the validation set was around 98% (0.983) as seen in the training logs. The 

output shows that our algorithm achieves an accuracy of 98.3% for spam message detection which 

is impressive. The model was thereafter saved using the python pickle library. 

3.2 Model Deployment  

The model was finally deployed using Flask, a python library for web development. The web 

application reads SMS messages sent to a Twilio phone number and classifies them into spam or 

ham. The final result is displayed in an SMS dashboard as shown in the Figure 6. 

 

Figure 6: SMS Classification by Web Application. 
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4. Conclusion 

Deep learning is a prominent algorithm employed in several cyber security areas. This work 

involved the development and application of an SMS Detection model using Deep Learning 

Algorithms. In this paper, a double layer Deep Learning Neural Network was applied to classify 

SMS messages as either Ham or Spam. Findings from result show that the developed model is highly 

accurate with a percentage of 98.3. For future improvements of this work, it is recommended that 

the model be integrated in form of an API (Application Programming Interface) for mobile and 

similar devices. The model can also be extended to accommodate online learning (i.e., continuous 

learning process while in operation). 
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Appendix 

 

ENTIRE CODE SNIPPETS  

 
# -*- coding: utf-8 -*-  

"""Copy of SPAM_DETECTOR.ipynb  

Automatically generated by Colaboratory.  

Original file is located at  

https://colab.research.google.com/drive/1eCuG4ThRk2InjltJPKbMjfddw6gh_a_s  

"""  

import tensorflow as tf  

print(tf.__version__)  

# Commented out IPython magic to ensure Python compatibility.  

# import libraries for reading data, exploring and plotting  

import numpy as np  

import pandas as pd  

import seaborn as sns  

import matplotlib.pyplot as plt  

import wordcloud  

from wordcloud import WordCloud, STOPWORDS, ImageColorGenerator  

# %matplotlib inline  

# library for train test split 

 

from sklearn.model_selection import train_test_split  

https://www.spamhaus.org/
https://searchmobilecomputing.techtarget.com/
https://www.malwarebytes.com/
https://www.consumer.ftc.gov/
http://archive.ics.uci.edu/ml/datasets/Spambase
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#deep learning libraries for text pre-processing  

from tensorflow.keras.preprocessing.text import Tokenizer  

from tensorflow.keras.preprocessing.sequence import pad_sequences  

#Modeling  

from tensorflow.keras.callbacks import EarlyStopping  

from tensorflow.keras.models import Sequential  

from tensorflow.keras.layers import Embedding, GlobalAveragePooling1D, Dense, Dropout, LSTM, 

Bidirectional,Flatten  

url = 

'https://raw.githubusercontent.com/ShresthaSudip/SMS_Spam_Detection_DNN_LSTM_BiLSTM/master/SMSSpamC

ollection'  

messages = pd.read_csv(url, sep ='\t',names=["label", "message"])  

messages.to_csv("drive/MyDrive/SpamDetector/spam.csv")  

messages.head()  

messages.describe()  

messages.label.value_counts()  

data = messages.copy() 

 

sns.countplot(data['label'])  

plt.show()  

data['label'] = data['label'].map( (Wu et al., 2017) )  

data_ham = data[data['label'] == 0].copy()  

data_spam = data[data['label'] == 1].copy()  

def show_wordcloud(df, title):  

text = ' '.join(df.astype(str).tolist())  

stopwords = set(wordcloud.STOPWORDS)  

fig_wordcloud = wordcloud.WordCloud(stopwords=stopwords,background_color='lightgrey',  

colormap='viridis', width=800, height=600).generate(text)  

plt.figure(figsize=(10,7), frameon=True)  

plt.imshow(fig_wordcloud)  

plt.axis('off')  

plt.title(title, fontsize=20 )  

plt.show()  

show_wordcloud(data_spam["message"],"Spam Messages")  

show_wordcloud(data_ham["message"], "Ham messages") 

 

"""Preparing Data for Training"""  

X = data['message'].values  

y = data['label'].values  

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.20, random_state=42)  

# prepare tokenizer  

t = Tokenizer()  

t.fit_on_texts(X_train) 

 

# integer encode the documents  

encoded_train = t.texts_to_sequences(X_train)  

encoded_test = t.texts_to_sequences(X_test)  

print(encoded_train[0:2])  

# pad documents to a max length of 8words  

max_length = 8  

padded_train = pad_sequences(encoded_train, maxlen=max_length, padding='post')  

padded_test = pad_sequences(encoded_test, maxlen=max_length, padding='post')  

print(padded_train) 

 

#model setup  

vocab_size = len(t.word_index) +1 

 

#define model  

model = Sequential()  

model.add(Embedding(vocab_size, 24, input_length=max_length))  

model.add(Flatten())  
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model.add(Dense(500, activation='relu'))  

model.add(Dense(200, activation='relu'))  

model.add(Dropout(0.5))  

model.add(Dense(100, activation='relu'))  

model.add(Dense(1, activation='sigmoid')) 

 

#compile model  

model.compile(optimizer='rmsprop', loss='binary_crossentropy', metrics=['accuracy'])  

model.summary()  

early_stop = EarlyStopping(monitor='val_loss', mode='min', verbose=1, patience=10)  

# fit the model  

model.fit(x=padded_train,  

y=y_train,  

epochs=50,  

validation_data=(padded_test, y_test), verbose=1,  

callbacks=[early_stop]  

) 

 

from sklearn.metrics import classification_report, confusion_matrix, accuracy_score  

def c_report(y_true, y_pred):  

print("Classification Report")  

print(classification_report(y_true, y_pred))  

acc_sc = accuracy_score(y_true, y_pred)  

print("Accuracy : "+ str(acc_sc))  

return acc_sc  

def plot_confusion_matrix(y_true, y_pred):  

mtx = confusion_matrix(y_true, y_pred)  

sns.heatmap(mtx, annot=True, fmt='d', linewidths=.5,  

cmap="Blues", cbar=False)  

plt.ylabel('True label')  

plt.xlabel('Predicted label')  

preds = (model.predict(padded_test) > 0.5).astype("int32")  

c_report(y_test, preds)  

plot_confusion_matrix(y_test, preds)  

model.save("drive/MyDrive/SpamDetector/spam_model") 

 

import pickle  

with open('drive/MyDrive/SpamDetector/spam_model/tokenizer.pkl', 'wb') as output:  

pickle.dump(t, output, pickle.HIGHEST_PROTOCOL)  

"""<h1>Inference</h1>"""  

s_model = tf.keras.models.load_model("drive/MyDrive/SpamDetector/spam_model")  

with open('drive/MyDrive/SpamDetector/spam_model/tokenizer.pkl', 'rb') as input:  

tokenizer = pickle.load(input)  

sms = ["Congratulations! you just won 2 million dollars. Send you account details for processing "]  

sms_proc = tokenizer.texts_to_sequences(sms)  

sms_proc = pad_sequences(sms_proc, maxlen=max_length, padding='post')  

pred = (model.predict(sms_proc) > 0.5).astype("int32").item()  

print(pred) 
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Abstract 
Mobile phones are resources used for learning in our educational system. Online classes are accessed via 

mobile devices just like study materials in texts, images, audio, video and other file formats are stored and 

read via mobile phones. Most times, examination candidates at various levels especially in higher institutions 

keep assessing their preparatory resources (on mobile phones) till the moments they are called into the 

examination halls.  Meanwhile, these important study aids are not allowed into examination halls so as to 

avoid examination malpractices. So, candidates are compelled to keep them in open places where they are 

unsafe, exposed to illegal accesses, privacy intrusion and often stolen.  This paper presents an electronic 

framework towards ensuring the privacy and security of candidates’ mobile phones during examinations. A 

smart rack protection against physical insecurity and privacy intrusions of mobile phones in examination 

centres was developed. A physical structure suitable for keeping series of mobile phones was constructed 

with doors that automatically lock after enrollment to secure the mobile phone(s). The enrollment involves a 

fingerprint based capturing system that was interfaced through programmed microcontroller which locks the 

rack to protect the mobile phones until the owner gets back to unlock it through their saved matching 

fingerprint data. Fingerprint R305 was interfaced with ATMEGA 328 Arduino microcontroller to activate 

the locking and unlocking processes while the software was written in C programming language. Once a 

registered fingerprint is placed on the sensor, access is granted to the user, the rack door opens automatically. 

During this process, the 16X2 LCD displays the registered user and if the user is not registered, the response 

will be: "finger not found". The results of testing this work yielded above 97% efficiency, a performance 

which secured candidates' mobile phones during examinations. 

 

Keywords: security, mobile phones, microcontroller, fingerprint, examination     

 

1. Introduction 

Security and privacy are essential needs in the fast growing population of the world today. 

Security has to do with the safekeeping of lives and properties against all sorts of attacks 

while Privacy, on the other hand, has to do with the confidentiality and secrecy of data and 

information. Intrusion against an individual’s privacy or attack against their security is 

often seen as the greatest threat to life nowadays. The usages of mobile phones have 

increased and the type of information stored on these gadgets nowadays proves that an 

attack against mobile phone(s) is a major and irrecoverable one.  There are several methods 

of securing mobile phones and ensuring privacy of data and information on it. As the 

number of mobile devices increases, the idea of mobile security has become of greater 

concern. Some of the trusted common means of achieving security within academic 

institutions include Codding Access Control (CAC), Image Censored, and Biometric 

Systems such as Fingerprint Recognition, Finger Geometry Recognition, Face Recognition 

Scanning (FRS), Eyes-Iris Recognition, Voice-Speaker Verification/Authentication, 

Signature Recognition, and so on. 

1.1  Literature Review 

One major goal of this work is to implement a method of securing and ensuring safety of 

mobile phones within public and private places especially academic institutions when 

http://www.nipesjournals.org.ng/
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examinations are written. Humans are arguably the weakest link in any security strategy, 

and many people have neither the knowledge nor the time to track their devices if stolen. 

A student entering an examination hall often seeks for a place to keep their phone(s). This 

is because these phones are often medium of storage of their study materials. Online class 

materials and other resources used for preparation for examinations are stored on the 

phones. Hence, students, in a bit to refreshing their memories, keep their eyes at these 

materials on their mobile phones till the last minute before examination commences. The 

candidates are compelled to hand over these phones to unfamiliar individuals to hold for 

them while they write the examination. The alternative is for them to keep the mobile 

phones in their school bags that will be left in any open space at the examination hall or 

outside the center. All of these options expose the owners’ phones to theft and privacy 

intrusions. In higher institutions in Nigeria, due to this challenge, examination period is an 

ample time for mobile phone thieves to dispossess phone owners of their phones. This 

system developed is targeted at helping in the security of mobile phones from theft, 

physical attack and privacy intrusion at this time. Meanwhile, the use of a biometric based 

system is an authentic way of security as used and proved in the article of many authors [1, 

2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Face recognition and speech recognition are also effective 

ways of ensuring security as indicated in progressive researches [12, 13]. Also, the use of 

microcontroller based access control is a reliable way of ensuring security [14]. For 

instance, [15] presented  fingerprint identification system using a pliable optical prism just 

like [16] presented similar system using graph matching both tending towards secured 

system easy to implement. The provision of fingerprint based system is a vital means of 

collecting authentic data. Fingerprint could be indexed based on multiple features [17]. 

[18] presented different stages of processing fingerprint with appropriate drawings. In 

addition, [19] presented an on-line fingerprint identification which proved to be a reliable 

system. It is not farfetched to say an automatic door is a smart system that could provide 

access control [20]. Since the issue of mobile phones theft is becoming too rampant in 

school premises, public and private sectors, especially at the times of examination, then it 

becomes essential to creatively apply these technological solutions to the safe keeping of 

mobile phones while examination is ongoing. This paper aimed at providing a smart mobile 

phone rack system towards ensuring privacy and security of mobile phones during 

examinations at examination centres using a microcontroller based fingerprint enrolment 

and authentication system. 

2. Methodology 

This section contains the step-by-step procedures of achieving this work. It includes each 

of the component units. Meanwhile the first step is the selection of design tools and 

materials necessary to achieve the goal. Then, the design procedure was enumerated 

including the block diagram of the system. The circuit diagrams of the power supply unit, 

the control unit and each of the other components were designed and reported. A complete 

circuit diagram of the entire work was also presented followed by the construction of the 

hardware, that is, the rack. The simulation process was also reported alongside the entire 

processes leading to the   complete design. The flowchart of the software development was 

also reported appropriately. 

2.1 Selection of Design Tools and Component 

Selection of tools is pivotal to any engineering design as wrong tools will lead to wrong 

result and failure. Below is the list of some of the components selected for the design: 
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OUTPUT 

UNIT 

INPUT 

UNIT 

MICROCONTRO

LLER 

UNIT 

 

 

 

 

 

 

 

 

 

 

POWER 

SUPPLY 

UNIT 

FINGERPRINT 

UNIT 

SENSOR UNIT 

DISPLAY UNIT 

PHONE RACK 

SYSTEM WITH 

I. LM7805 Voltage Regulator 

II. 12MHz Crystal Oscillator  

III. Capacitor 22macroF 

IV. AT mega 328p Microcontroller 

V. 16x2 LED 

VI. Buzzer Alarm 

VII. Fingerprint sensor 

2.2 System Design Procedure 

The access control system consists of different parts, among which are: buzzer alarm D.C 

motor, LED, microcontroller and the fingerprint sensor. Once an authorized user places 

their print on the sensor, the door will automatically open and will be closed manually. If 

an unauthorized user places his/her print on the sensor, the user will be denied access and 

if the attempts is beyond three times, the alarm will trigger to alert the owner or security 

personnel. The access control system consists of the Input and output subsystem, the 

microcontroller unit and the power supply unit. The microcontroller unit resides in between 

the input and the output subsystems. The input subsystems include keypad buttons, 

fingerprint detection circuit. The output subsystem is interfaced on the output ports of the 

microcontroller unit. The output subsystems include: 24V relay, Celeron, status LED 

displays, buzzer alarm subsystem. The system should be able and capable of granting 

access to a registered user at any point in time and should be able to raise an alarm when 

an intruder is attempting to gain access. The hardware system consists of the Input and 

output subsystem, the microcontroller unit and the power supply unit. The microcontroller 

unit sits in-between the input and the output subsystems. The input subsystems include 

keypad buttons, fingerprint detection circuit. The output subsystem is interfaced on the 

output ports of the microcontroller unit. The output subsystems include: 12V relay, dc 

motor, status LED displays, buzzer alarm subsystem. Figure 1 shows the block diagram of 

the system. The block diagram shows how the following unit were integrated; Power supply 

unit, Sensory unit, Control unit, Display unit, Activator unit. 

 

 

 

 

 

 

 

 

 

Figure 1:        The block diagram 
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2.3         Design of the Power Supply 

Generally speaking, the correct voltage supply is important for the proper functioning of 

the integrated circuit. For a proper function of any IC, it is necessary to provide a stable 

source of supply; According to technical specifications by the manufacturer of CD4001BE 

IC, supply voltage should move between 3 V to 18V. The controller requires the correct 

voltage levels for operation which is 5V supplied to the control panel, which is in turn 

distributed to the sensors. 

The incoming 220V from the main supply is passed through a step-down transformer and 

rectified to get and output of smooth 5V supplied to the circuit.  

Transformer  

The local main is expected to deliver 240V, the system voltage requirement is 12V and 5V, 

therefore a 240V/15V transformer was used. The system input resistance is about 200Ω, 

therefore the expected load current is given by Equation (1) 

I = V/R = 5/200 = 250 mA      (1) 

A transformer with the current rating of 500mA which is greater than load current was 

used. Thus the power rating of the transformer was completed to be Equation (2) 

S = VI = 24 X 500 mA = 12VA     (2) 

Filter 

This is made up of capacitor connected across the output of the rectifier to smoothen the 

voltage to have the minimum ripple factor (at least 10% of the dc voltage). It is preferable 

to choose a filtering capacitor that will hold the peak-to-peak ripples at approximately 

100% of the peak voltage.  

 

The Voltage Regulator 

The regulator is a single chip that regulates the ripple free rectified voltage to give a 

constant output voltage. Since the circuit needs a supply voltage of 24V and 5V, a 24V 

and 5V regulators were used. Figure 2 shows the circuit diagram of the power supply 

unit.  

The percentage regulation or simply regulator of a power supply is given by Equations (3 

and 4)  

% regulation = [(Vmax – Vmin)/Vmax] × 100   (3) 

Where;  

Vmax = maximum dc output voltage  

Vmin = minimum dc output voltage 

in a general form  
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% regulation = [(Vno load – Vfull load)/Vfull load] × 100. (4)  

 

 

 

 

 

 

 

 

Figure 2: Power Supply Unit 

 

2.4 Complete System 

Figure 3 shows the complete circuit diagram of the entire system. This comprises the 

fingerprint unit, the LCD unit the enrolment unit, the indicator unit and the microcontroller 

unit. The fingerprint unit is connected to the microcontroller unit. The LCD is also conncted 

to the Microcontroller unit. The led indicator units and the enrolment unit are also 

connected to the appropriate pins of the microcontroller. 

 

 

 

 

 

 

 

 

 

 

Figure 3: Complete Circuit Diagram 
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2.5 System Working Principle 

The design of security door lock using the finger print technology was built around a 

Microcontroller unit, which reads in finger prints from finger print scanner and grants access, to a 

protected compartment, only to pre-registered finger prints. The finger print scanner serves as the 

main input into this embedded security system. Finger prints read are compared to those pre-

programmed into the memory of the microcontroller. When a match is made, the microcontroller 

outputs a HIGH which activates the transistor-relay switching stage that controls opening and 

closing of the modeled motorized door granting access into the exact protected compartment in the 

rack. An alphanumeric liquid crystal display (LCD) is used in this design to show the operating 

status of this embedded security system. By default, it displays a welcome message requesting that 

the user should enter a finger print. And when a match is made, it displays “ACCESS GRANTED” 

otherwise it displays “ACCESS DENIED”. 

2.6 Software Design 

Five stages of software were followed. They include the problem definition stage, the algorithm 

design stage, the coding stage, the testing and debugging stage and the documentation stage. The 

control program was written in C Programming language. The embedded C program implements 

the system flowchart. Simply put, it reads in binary patterns from the input subsystems and sends 

out binary patterns that would cause the required actions to be taken by the output subsystems. 

Figure 4 shows the flowchart. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Flowchart of the operations 
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2.7 Simulation 

The whole electronic/digital part of the work was simulated on PROTEUS simulation platform 

before the soldering work commenced to observe the operation before implementation. 

2.8 Construction 

The physical realization of the work is very vital. Here the layout is transformed into a finished 

hardware. After carrying out all the designed layout and analysis, the design was implemented, 

constructed and tested to ensure proper working condition. The construction of this work was done 

in four different stages. 

I. The writing of the code (driver) which controls the Microcontroller using C language 

(ADAFRUIT ARDUINO INO). 

II. The soldering of the circuits on board (as shown in Figure 5) 

III. The coupling of the each compartments that form a mobile phone rack system.  

IV. The connection with appropriate connectors and cables (Figure 6 shows the back view of 

the LCD indicating several connections) 

 

 

 

 

 

 

 

Figure 5: The PCB Layout after printing it on the board 

 

 

 

 

 

 

Figure 6: Back View of LCD display showing connections 

 

 



 
Conference Proceedings 

379 

 

2.9 Testing 

Stage by stage testing was done according to the block representation on the breadboard before 

soldering of circuit on Vero board. The process of testing and implementation involved the use of 

some test and measuring equipment stated below.  

I. Bench Power Supply: This was used to supply voltage to the various stages of the circuit 

during the breadboard test before the power supply in the work was soldered. Also during 

the soldering, the power supply was still used to test various stages before they were finally 

soldered.  

II. Oscilloscope: The oscilloscope was used to observe the ripples in the power supply 

waveform and to ensure that all waveforms were correct and their frequencies accurate. The 

waveform of the oscillation of the crystal oscillator used was monitor to ensure proper 

oscillation at 4MHz.  

III. Digital Multi-meter: The digital multi-meter basically measures voltage, resistance, 

continuity, current, frequency, temperature and transistor. The process of implementation of 

the design on the board required the measurement of parameters like, voltage, continuity, 

current and resistance values of the components and in some cases frequency measurement. 

The digital multi-meter was used to check the output of the voltage regulators used in this 

project. 

3. Results and Discussion 

 User is asked to enroll his fingerprint. Therefore the user’s identification is done .If the user is 

authorized, the door automatically opens. After igniting the phone rack, the door automatically 

opens. When destination is reached, after a set time delay, the door automatically closes when they 

kept phone has been removed. This system focuses on the use of fingerprints for securing phone 

through the door as barricade. The fingerprint recognition software enables fingerprints of valid 

users of the phone rack to be enrolled in a database. Before any user can use of the phone rack, the 

fingerprint image is matched against the fingerprints in the database while users with no matched 

record in the database are prevented from using the phone rack. A microcontroller stores the data 

equivalent of fingerprint of the master user. Comparison between this enrolled fingerprint and the 

fingerprint of the person who is about to use the phone rack is done by the microcontroller. If both 

the fingerprints are identical control circuitry of the microcontroller sends appropriate signals to the 

motor relays operating the door of the phone rack. 

3.1 Result of Simulation 

The simulation of the design was tested severally and yielded accurate results. The LCD displays 

the result appropriately. Figure 7 shows a result where the LCD displays a message. 

3.2 Result of the Entire System 

Figure 8 shows the result of the various stages of design enumerated in section 2which is a Smart 

Rack Protector against Physical Insecurity and Privacy Intrusion of Mobile Phones in Examination 

Centers. It is screwed or installed in an open place at an examination centre such that candidates 

holding mobile phones can enroll and safely keep their phone till the end of the examination. Each 

compartment has a space that is good enough for several phones in cases of one person having 

multiple phones or a set/group of individuals wanting to keep their phones in a single compartment 

to avoid individual enrolment. In that case, a representative of the set of candidates could collect the 

mobile phones from the members of their group, e=enroll through the fingerprint module of the 

system and safely keep the gadgets in a compartment until the end of the examination when they 
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will authenticate the enrolment, open the smart door to pick the phones and hand them over to 

members. Figure 9 shows the compartments with the smart doors.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Simulation of the Design 

 

 

 

 

 

 

 

 

 

 

Figure 8:Smart Rack Protector against Physical Insecurity and Privacy Intrusion of     

Mobile Phones 
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Figure 9: Compartments with Smart Doors 

3.3 Performance Testing 

Table 1 shows the results obtained as 110 students were able to register their finger in the system 

memory and 143 mobile phones belonging to the 110 candidates were physically secured and kept 

private.  It should be noted that some of the candidates had more than one phones. 

Table 1: Results of Testing Smart Doors in Five Centres with 110 Students 
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Five examination centers (Lecture Theatres)  namely LT1 and LT2, LT3, LT4 and LT5 were used. 

From Table 1, Equations (5-11) can be deduced:  

SECURITY (LOCKING) 

No of Times Lock was Attempted = 143    (5) 

No of Times Lock was Positive = 139    (6) 

Lock Efficiency = 139/143 * 100      (7) 

Lock Efficiency >= 97%      (8) 

UNLOCKING 

No of successful unlock, T = 139     (9) 

No of positive unlock attempts, B = N – M – X   (10)  

       = 207 – 60 - 8 = 139   

Efficiency of Unlocking = (T/B) %      (11) 

           = 139/139 * 100 = 100% Efficiency  

 

4. Conclusion 

The use of fingerprint identification in this work enhanced the security of the phone rack system 

and granted only registered users the privilege or access to compartments where their mobile 

phone(s) were saved. Thus, by implementing this reliable and easily replicable system in public 

places especially examination halls of Nigerian institutions which are currently in dire need of it, 

much greater security and privacy can be ensured. This is necessary because keeping them 

personally or in open places over the years exposed students’ mobile phones physical insecurity, 

privacy intrusion and theft. The developed system is geared towards a robust and embedded real-

time fingerprint based phone rack suitable for examination centres. 
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Abstract 

The ideal development platforms for underwater vehicle control systems are the physical vehicles themselves. However, 

limited availability of Underwater Vehicles (UVs) and the high costs associated with purchasing and maintaining them 

often call for the use of computer simulations as a more feasible and flexible development platform. The simulation 

must accurately emulate real world conditions and equipment to allow control software development in a virtual space. 

Unfortunately, simulations tend to be developed from the ground up for particular Underwater Vehicles and are thus 

idiosyncratic and difficult to reuse, and development time and cost can be substantial. It is therefore beneficial when 

developing simulation testbeds for intelligent control of UVs to utilize off-the-shelf, sophisticated simulation software 

namely, Game Engines. A game engine provides physics, modeling, and rendering capabilities that can significantly 

reduce simulator development time. The particular game engine utilized in this work is Unity 3D Game Engine. Various 

underwater scenarios were developed to prove the functionality of the underwater environment by creating C# scripts 

and utilizing the internal physics properties of Unity. A test object namely an autonomous underwater vehicle was 

deployed into the simulated environment to test the performance of the environment. Patrol scripts as well as obstacle 

avoidance scripts were written in C# to enable the underwater vehicle behave in the simulated environment. Results 

showed that the modelled underwater environment can serve the purpose of simulating various underwater scenarios 

such as navigation and patrol of Underwater Vehicles. 

Keywords: AUV, Simulation, Game Engine, Unity 3D. 
 

 

1. Introduction 

Recent times have marked an increase in sub-sea exploration and marine research. Development of 

unmanned and autonomous underwater vehicles has facilitated the prospect of research in this 

domain. Unmanned Underwater Vehicles (UUVs) aid oceanographic research and perform 

underwater missions at reduced personal costs without risking human life. They are smaller, lighter 

and more portable compared to their counterpart submarines. Their robustness and navigational 

capabilities make them well suited for exploration of extreme environments in deep, uncharted 

territories. A key part to development of such vehicles is testing in underwater environments. Given 

the amount of effort and resources it requires, testing of such underwater vehicles and robots is an 

arduous task. Testing pools are usually not feasible due to space, cost and maintenance 

requirements. Water bodies such as lakes/ponds are usually remote and provide little control over 

the conditions. Conducting experiments and evaluations on a real physical system is not viable due 

to the possibility of physical strain and damage to the vehicle, limited resources, high costs 

associated with manufacturing, purchase and maintenance. Simulation modelling is the ideal 

solution in these circumstances. It involves development of a virtual prototype of a physical system 

and analyzing its performance in the real world. Simulation systems allow testing and validating the 

correctness of algorithms. They ensure the efficiency of physical design and accelerates testing 

procedures. Such frameworks help in detection and prevention of unnecessary hardware 

malfunctions and verifies the software architecture in a cost-effective way. They help in providing 

a platform for effective monitoring and debugging of robotic vehicles. By approximating the 

working conditions of real systems, simulation software can save time and resources spent in 

iterative cycles of building physical prototypes and can help in focusing on vehicular control 

mechanisms. 

The design and development of intelligent controllers for autonomous underwater vehicles is a 

difficult, labor-intensive process that cannot be done in isolation from aspects of the AUV to be 

controlled. The best development system and testbed for such software is, of course, an actual AUV. 

However, this may not in most cases be the best first development system. Purchasing or (especially) 

http://www.nipesjournals.org.ng/
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building an AUV is very costly, and there is significant cost involved in maintaining the vehicle and 

in the support needed for fielding it. In addition, the primary focus of intelligent control researchers 

is usually not fielding AUVs, and they often lack expertise in vehicle maintenance and operation. 

They may also be distant from collaborators who do have AUVs and the interest and expertise to 

operate them. And using an AUV for the early stages of prototyping and debugging control software 

can take the vehicle away from more productive work it could be doing using its existing software. 

Consequently, the best first testbed for intelligent control software is usually a simulator. 

Unfortunately, simulators have their own problems. Development of intelligent control software is 

often highly specific to the vehicle itself, and so there is limited availability of off-the-shelf 

simulations to suit the needs of a particular project.  

Instead, these simulations are typically built from the ground up, with the emulated vehicle systems 

implemented by the artificial intelligence (AI) researchers themselves and customized to the target 

AUV. This involves the significant overhead of designing physics engines, model design, and 

building rendering mechanisms (or interfacing with existing ones, such as OpenGL) none of which 

directly contributes to the task of developing the control software itself. In addition, creation of a 

new simulator carries with it a significant commitment to maintaining the software and adding new 

technology and functionality to keep it up-to-date. Software maintenance is often estimated to take 

up to 90% of the total effort devoted to a piece of software. There are numerous off-the-shelf 

platforms that have capable physics engines, rendering, and modeling facilities that others have 

already committed to maintaining and extending: Game engines. As the name implies, these 

software systems are created for the design and development of modern 3D video games. Examples 

include Unity [1], Torque3D [2], Polycode [3] and CryEngine3 [4]. These range from well-

maintained rendering and physics libraries to full toolkits that feature GUI-driven game world and 

object creation editors. Using these, a game designer can concentrate on the game itself and leave 

the physics and rendering to the engine. 

1.2 Overview of Underwater Simulators 

There have been many simulators developed over the years for AUV development, including those 

facilitating intelligent control development. An early example was the DIS-Java-VRML simulator 

from the Naval Postgraduate School, which had sophisticated physics and rendering capabilities, 

making use of hardware help from Silicon Graphics workstations. It was one of the first to use both 

standardized communication (Distributed Interactive Simulation [DIS] protocol [5] and a 

standardized modeling language (Virtual Reality Markup Language VRML) [6]. While it was a very 

advanced simulation for its time, it also was written entirely from the ground up and it relied on 

specialized hardware, and its age clearly shows, at least visually. Its descendant, the AUV 

Workbench [7] while more modern, also required substantial resources for maintenance and 

continuous modernization. Over the years more beneficial simulators began to evolve. The use of 

game engines for traffic and land vehicle simulation was carried out by [8]. [9] worked on GEAS. 

GEAS is a simulator for research in intelligent control of autonomous agents, especially AUVs. 

GEAS focuses on simulation at the level appropriate for high-level mission control software. It runs 

on a server machine, which may or may not be the same machine as the AUV controller (but usually 

will not be). Unity supports TCP sockets, and so GEAS can communicate with a server process that 

listens to a port for incoming connections. Authors in [10] presented URSim (Unity Ros Simulator), 

an open-source hybrid underwater simulator based on modular software framework - ROS (Robot 

Operating System) and a cross platform real-time game engine- Unity3D.  It is an improvement on 

the above-named Simulators. 

Our work is based on the URSim open-source framework, however it is unique in that it replaces 

the default capsule in URSim with a custom built Autonomous Underwater Vehicle, it has a custom 
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patrol script for navigation that was created via C# codes and custom scenes of underwater 

environment have been created. 

 

1.3 Unity 3D Game Engine 

Any coherent simulation system can be developed using a graphics rendering mechanism for 

creating a virtual environment with realistic 3D models and a computational back end system where 

the corresponding data is processed and respective commands are issued. Unity 3D, a game engine 

used to develop half of the world’s games was the first choice for the virtual environment 

development. It acts as the face of the whole system, providing a platform to create a visually 

realistic environment where the UUV’s algorithms and control structures can be tested and 

experimented with. Unity 3D [11] is a cross-platform game engine primarily used to create games. 

Its powerful graphics rendering, physics engines and intuitive development tools make it the 

preferred choice for developing realistic, efficient and easily deployable simulations. Unity provides 

a robust physics engine to simulate real world physics in the form of rigid body kinematics, fluid 

dynamics and collisions. The Unity Asset Store with wide variety of ready-made plugins and assets 

that can be imported to accelerate development. Unity is backed by a large, active community of 

developers that has been growing since 2005, providing support and making it more approachable 

for new developers. Games and simulations developed in Unity can be deployed on most platforms 

including Windows, MacOS and Android. The Unity engine supports C# (pronounced “C sharp”) 

as the programming language and provides several APIs to simulate real world physics. The 

development environment provided by Unity and its intuitive work-flow makes it easier for 

developers to get started with developing games and simulations. Drag and drop mechanisms make 

it easy to import and position objects, add components and attach scripts. The aesthetic 

specifications of game environments can be controlled using materials, shaders and textures in 

Unity. Ready-made environment packages and a vast asset store aid the development process. 

Overall Unity provides ease and flexibility to design user virtual environments which can mirror a 

variety of realistic scenarios. 

 

2. Methodology 

The methodology adopted for modelling the simulation environment is broken into three steps 

namely; Underwater 3D Environment modelling, Mathematical Modelling and Hydrodynamic 

forces and collisions. 

 

2.1.  Underwater 3D Environment  

The underwater environment of the simulation system has been developed keeping in mind the 

various capabilities of Underwater Vehicles in different underwater missions. There are four major 

sandboxing environments that have been created in this standing simulation. Each sandbox (test-

beds) is unique in its own way. In order to create the underwater environment certain properties had 

to be configured appropriately namely: Main Camera, Right Perspective Camera, Non-Player 

Character, Floor, Directional Light, Top Camera, LocatorSphere, Pointers Patrol, Environmet, 

ColliderLevels, Water, Projectors, CaveLevelWalls. 

 

Scripts for various configuration in C# programming language are contained in the Appendix 

Section. 
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2.1.1 Sandbox One 

The environment developed as shown in Figure 1 acts a virtual test-bed for wholesome evaluation 

of the vehicle’s capabilities and performance. It includes the simple horizontal terrain aimed at 

training the robot to execute a simple point-to-point navigation without patrol functions. Rocks and 

clear sea bed paths have been placed for obstacle avoidance training, a piping network for leakage 

detection and a geo-relative game object (Locator Sphere) with clear shaders has also been placed 

for target acquisition related tasks respectively. 

 

 
Figure 1: Sandbox one, simple point-to-point voyage 

 

 

2.1.2 Sandbox Two 

Unlike the previous sandbox, this one has a different pipping system with an attached patrol script 

(shown in appendix) for training in terms of leakage checks across serval points in the pipping 

system. The pipping network covers a much larger sea bed frame and wider placed seabed rocks for 

a more patrol-friendly environment. 

 
Figure 2: Sandbox two, larger piping network and patrol 

 

 

2.1.3 Sandbox Three 

This testbed (shown in Figures 3a and 3b) carries more advanced navigational approach to design. 

Its centers on maneuvering capability training for the underwater vehicle. Red and green hoops 

(circular gates) have been sunk into the ground for a training session where by the UV will 

autonomously navigate through green hoops and evades red loops during voyage. This test simply 
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points to the test for best voyage/navigation algorithm, to which collision avoidance and mapping 

training can be ascertained. Modulation and recurrent retaining of the UV via the navigation bake 

function provided by Unity3D enables the use of Artificial intelligence algorithms to surf through 

explicit options and concurrently helps in sensor functions whilst deciding which hoop is acceptable 

for navigation. 

 

 
Figure 3a: Sandbox three, orthographic view of green-red hoop testbed 

 

 
Figure 3b: Sandbox three, perspective view of colour-difference hoop. 

 

2.1.4 Sandbox Four 

As a hectic task, this sandbox was driven with complexity. It features a 3-level navigational course. 

It is primarily an underwater cave system that houses three lateral layers of navigable rock paths. 

Unlike, the other sandboxes; this fourth testbed was created to prove different depth navigation for 

an autonomous underwater vehicle. 

 



 
The 1st International Conference Proceedings of the Nigerian Institution of Professional Engineers and Scientists 

384-396 

389 

 

 
Figure 4: Sandbox four, underwater cave system. 

2.2 Mathematical Modelling and Testing 

Testing the model is very essential to avoid wrong building and misbehavior during voyage. For the 

successful voyage execution; the Modelling task is divided into two categories to develop the 

mathematical model of the vehicle - Kinematics and Dynamics. Fig. 5 shows a mathematical model 

of a six degrees of freedom (6DoF) vehicle. The vehicle is modelled to control heave (motion along 

z-axis), roll (rotation about x-axis), pitch (rotation about y-axis), yaw (rotation about z-axis), surge 

(motion along x-axis) and sway (motion along y-axis).  

2.2.1 Dynamics 

We further divide the dynamics of the vehicle based on two possible motions - Translational Motion 

and Rotational Motion. Unity physics engine account for several forces like hydrostatic, lift, drag, 

thrust, external forces acting on the vehicle simulating the motion. 

2.2.2 Kinematics 

To demonstrate the kinematics, we added two reference frames, body-fixed frame and the inertial 

frame. The body-fixed frame moves relative to inertial frame, hence simulating the linear and 

angular velocities. The position and orientation are described in reference to inertial frame thus 

simulating the degree of freedom of vehicle.  

 

Figure 5: Vehicle modelling and testing. 
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2.3 Hydrodynamic forces and Collisions  

Scenes in Unity are created using 3D or polygonal meshes. Meshes are the foundational structures 

of all games made in Unity. All objects in a scene are made up of meshes. Each mesh comprises of 

vertices and edges in 3D space that come together to form multiple triangles. Therefore, the surface 

of each Game Object can be considered to be made up of multiple small triangles.  

Simulation of any force on an object requires application of force on the meshes’ triangles. The 

proposed simulation system accounts for the various forces like buoyancy and drag that act on a 

solid body immersed underwater.  

2.3.1 Buoyancy and drag 

To enable a Game Object to experience physics-based forces, Unity provides Rigid body plugin. It 

allows the object to experience mass, velocity, gravity and drag. It can also be used to impose 

constraints on linear and angular movements and to detect collisions. To simulate buoyancy, 

corresponding C# scripts are attached to the Game Object to apply an upward force to the centers 

of all the submerged triangular faces of the vehicle’s mesh.  

B = ρgv -------------------------- (1) 

Where, v = zS----------------------------  (2) 

In (1), the buoyant force B, can be calculated using the Archimedes principle while ρ represents the 

density of the liquid, g represents the gravitational acceleration and v represents the volume of the 

water above an individual triangle in the mesh. As demonstrated in (1) this volume can be calculated 

from (2) using the product of the surface area of the triangle, S, and the distance between the center 

of the triangle and the surface of the water, z. If this upward force is greater than the gravitational 

force, then the vehicle floats on the surface of the water plane. Simulation of the damping forces, 

drag and angular drag coefficients were specified using the Rigid body interface inside Unity 

platform.  

3. Results and Discussion 

The test of each scene as described in the methodology was carried out by trying out the navigation 

of a virtual Autonomous Vehicle in the respective scenes of the underwater simulation environment. 

This is shown in Figures 6 to 8. The Underwater Vehicle has an aerial and directional lamp added 

to it, to ensure proper navigation, scanning, visibility during voyage in terms of camera feedback 

and picture taking.  

 

3.1 Parameters For Baked  Test Agent In Unity 

PARAMETER VALUES 

Agent Height 2 

Agent Radius 0.5 

Maximum Slope 45 

Step Height 0.4 
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Figure 6: Test Case for Sandbox One 

 

 
Figure 7: Test Case for Sandbox Two 

 

 

 
Figure 8: Test Case for Sandbox Three 
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Figure 8a: Test Case for Sandbox Four Water Surface Level 

 

 
Figure 8b: Test Case for Sandbox Four Underwater Cave Level 

 

3.3 Discussion 

Figure 6 shows that the vehicle could perform simple navigation functions in the simulated 

environment which is the objective of Sandbox one. Figure 7 shows that the vehicle could perform 

patrol functions in the simulated environment of sandbox two. The vehicle can be seen patrolling 

an underwater piping network. Figure 8 shows that the UV can autonomously navigate through 

green hoops and evades red loops during voyage. This test simply points to the test for best 

voyage/navigation algorithm, to which collision avoidance and mapping training can be ascertained. 

Modulation and recurrent retraining of the UV via the navigation bake function provided by 

Unity3D enables the use of Artificial intelligence algorithms to surf through explicit options and 

concurrently helps in sensor functions whilst deciding which hoop is acceptable for navigation. In 

this scenario, the A* navigation algorithm has been deployed. As shown in Figure 8, Sandbox four 

proves different depth navigation for an autonomous underwater vehicle. It navigates the water 

surface and then descends below to lower cave levels. 

 

 

4. Conclusion 

This paper describes the simulation of an underwater environment. Such environments serve as low-

cost arenas for experimenting underwater vehicles to ascertain their functionalities before actual 
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fabrication. Various tests prove that the simulation environment can serve for testing virtual 

underwater vehicles in terms of navigation, patrol, obstacle avoidance and other functions.  

It is recommended that the academia namely Universities and other tertiary centres of learning adopt 

more of these procedures of employing simulation environments to test systems and machines 

before actual deployment. The huge advantage of low cost cannot be overemphasized especially in 

environments where it is seemingly difficult to get adequate equipment for carrying out experiments. 
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Appendix 
AUV PATROL SCRIPT IN C# 

using System.Collections; 

using System.Collections.Generic; 

using UnityEngine; 

using UnityEngine.AI; 

//AI patrol for AUV simulation. 

 

public class NPCSimplePatrol : MonoBehaviour 

{ 

    //Dictates whether the agent waits on each node 

    [SerializeField] 

    bool _patrolWaiting; 

 

    //The total time we wait at each node 

    [SerializeField] 

    float _totalWaitTime = 3f; 

 

    //The probability of switching direction. 

    [SerializeField] 

    float _switchProbability = 0.2f; 

     

    //The list of all patrol nodes to visit. 

    [SerializeField] 

    List<Waypoint> _patrolPoints; 

 

    //Private variables for base behaviour. 

    [SerializeField] 

    NavMeshAgent _navMeshAgent; 

    int _currentPatrolIndex; 

    bool _travelling; 

    bool _waiting; 
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    bool _patrolForward; 

    float _waitTimer; 

 

    // Use this for initialization 

    public void Start() 

    { 

        _navMeshAgent = this.GetComponent<NavMeshAgent>(); 

 

        if (_navMeshAgent == null) 

        { 

            Debug.LogError("The nav mesh agent component is not attached to " + gameObject.name); 

        } 

        else  

        { 

            if(_patrolPoints != null && _patrolPoints.Count >= 2) 

            { 

                _currentPatrolIndex = 0; 

                SetDestination(); 

            } 

            else 

            { 

                Debug.Log("Insufficient patrol points for basic patrolling behaviour."); 

            } 

 

        } 

    } 

 

    public void Update() 

    { 

        //Check if Robot is close to the destination. 

        if(_travelling && _navMeshAgent.remainingDistance <= 1.0f) 

        { 

            _travelling = false; 

 

            //if the robot is goint to wait, then wait. 

            if(_patrolWaiting) 

            { 

                _waiting = true; 

                _waitTimer = 0f; 

            } 

            else 

            { 

                changePatrolPoint(); 

                SetDestination(); 

            } 

        }     

 

        //Instead if we're waiting. 

        if(_waiting) 

        { 

            _waitTimer += Time.deltaTime; 

            if (_waitTimer >= _totalWaitTime) 

            { 

                _waiting = false; 

 

                changePatrolPoint(); 

                SetDestination(); 

            } 

        } 

    } 

 

    private void SetDestination() 

    { 

        if (_patrolPoints != null) 

        { 

            Vector3 targetvector = _patrolPoints[_currentPatrolIndex].transform.position; 

            _navMeshAgent.SetDestination(targetvector); 

            _travelling = true; 
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        } 

    } 

 

    // <summary> 

    // Selects a new patrol point in the available list, but  

    // also with a small probability allows the robot to move forward or backwards. 

    // </summary> 

    private void changePatrolPoint() 

    { 

        if (UnityEngine.Random.Range(0f, 1f) <= _switchProbability) 

        { 

            _patrolForward = !_patrolForward; 

        } 

 

        if (_patrolForward) 

        { 

            /** 

            _currentPatrolIndex++; 

 

            if(_currentPatrolIndex >= _patrolPoints.Count) 

            { 

                _currentPatrolIndex = 0; 

            } 

            */ 

 

            _currentPatrolIndex = (_currentPatrolIndex + 1) % _patrolPoints.Count; 

        } 

        else 

        { 

            /** 

            _currentPatrolIndex--; 

 

            if(_currentPatrolIndex < 0) 

            { 

                _currentPatrolIndex = _patrolpoints.Count - 1; 

            } 

            */ 

            if (--_currentPatrolIndex < 0) 

            { 

                _currentPatrolIndex = _patrolPoints.Count - 1; 

            } 

        } 

    } 

} 

 

 

UNDERWATER EFFECT SCRIPT IN C# 

using UnityEngine; 

using System.Collections; 

 

public class underwaterEffect : MonoBehaviour 

{ 

    public float waterHeight; 

 

    private bool isUnderwater; 

    private Color normalColor; 

    private Color underwaterColor; 

 

    // Use this for initialization 

    void Start() 

    { 

        normalColor = new Color(0.5f, 0.5f, 0.5f, 0.5f); 

        underwaterColor = new Color(0.22f, 0.65f, 0.77f, 0.5f); 

    } 

 

    // Update is called once per frame 

    void Update(){ 

        if ((transform.position.y < waterHeight) != isUnderwater) 
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        { 

            print(transform.position.y); 

            print(waterHeight); 

            isUnderwater = transform.position.y < waterHeight; 

            if (isUnderwater) SetUnderwater(); 

            if (!isUnderwater) SetNormal(); 

        } 

    } 

 

    void SetNormal() 

    { 

        RenderSettings.fogColor = normalColor; 

        RenderSettings.fogDensity = 0.01f; 

 

    } 

 

    void SetUnderwater() 

    { 

        RenderSettings.fogColor = underwaterColor; 

        RenderSettings.fogDensity = 0.02f; 

 

    } 

} 
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Abstract 

The internet platform has created unlimited opportunities for a vast array of human activities, more so in the areas of 

commerce and social interactions. However, correspondingly there has been an upward increase in security threats to 

such activities. Internet crimes are committed daily all over the world and in Nigeria as well. According to (Ibrahim, 

2019) cybercrime was responsible for 43% of monetary loss in the country in the year 2016. Some reports show that 

Fraud-related crimes cost Nigerian banks N3.5billion in losses from July to September 2020. This work focuses its 

analysis on crucial cybercrimes committed per sector the world over and compares with that of Nigeria including an 

investigation of key cybercrimes committed in Universities in Nigeria with a focus on Edo State. At the end of this paper 

reasons for as well as detection, prevention and counter techniques are presented in order to combat cybercrime for 

not just the crime fighting bodies and the government but all related stakeholders in the country. 

 

 

 

1. Introduction 

Nowadays man’s activities relying on the global information infrastructure has greatly increased. 

This has created a broad range of opportunities for businesses, social interactions and others. 

However, along with all these positive benefits this same infrastructure has become a target for 

increasing number of attacks by nefarious persons, with the rate and technicalities, sophistication of 

these attacks increasing at a very alarming rate. Such crimes against the global internet infrastructure 

are known as cybercrimes. A cyber-crime can be defined as any criminal activity executed on a 

computer or a computer network. The term broadly refers to any such crimes taking place on the 

world wide web or Internet. Such crimes include: forgery, fraud, embezzlement, blackmail [1]. 

The level and sophistication of these crimes pose constant challenges for legal systems set up to 

cope with this trend [2].  

The seriousness of the adverse effects of cybercrime cannot be over emphasized as cybercrime can 

lead to damage to the reputation of a nation. For a country such as Nigeria, whose hope for economic 

boost relies on direct foreign investment, this can and has acted as a discouragement. This applies 

not only to investment from abroad but to domestic small scale and medium businesses who are also 

affected. As far as these businesses rely on the Internet infrastructure, they are targets. The effect of 

cybercrime is realized in the loss of personal confidential information, finances, intellectual 

copyrights and so on. Often times the older generation or what may be referred to as “Senior 

citizens” are prime targets. It is estimated that in the US, over 62,000 people over the age of 60 had 

losses as a result of cybercrime to the tune of $649 million [3]. 

1.2 Types of Cybercrime 

According to the Council of Europe Convention on Cybercrime in 2001, cybercrime can be classed 

into four major categories: 

1. Crimes against confidentiality, integrity, availability of personal data stored on a computer. 

       This would include things such as illegal access to and illegal interception of such data. 

2. Computer related forgery and fraud 

3. Computer content related offences, e.g., child pornography 
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4. Computer related infringement on intellectual property and copyrights. 

[1] classed cybercrime according to the area of application thus resulting in three major sectors of 

the society: 1. Banking 2. E-commerce 3. Educational sector 

 

1.3 Societal Sectors Most Affected by Cybercrime in Nigeria 

 

In this work we were able to section the crimes committed on cyberspace in terms of societal sectors 

in the country into five major groups, namely: 

1. E-commerce 

2. Banking 

3. Social 

4. Education 

5. Telecommunications 

These divisions are based on the target industry of the crime being perpetrated, whether they be 

people or institutions. 

 

1.4 Cybercrime Categories vis a vis Class and Societal Sectors 

The various crimes themselves include: 

1. Phishing 

The stealing of personal information of unsuspecting persons. It involves the theft of an identity. It 

can be classed as fraud against authentic businesses and institutions. The mechanism mainly lies in 

the use of email messages sent from mimicked authorized businesses to deceive and retrieve 

confidential information from the victims. As per Nigeria, it has become one of the fastest growing 

and is mostly used on bank customers [1]. Often times some measure of trust is built and gained in 

order to make the client give out personal information. For example, phishing sites can be setup to 

obtain a user’s BVN or ATM card pin or numbers. 

Class: Falls under crime against confidentiality and integrity as well computer related forgery and 

fraud 

Sector(s) of society: E-commerce, Banking 

2. Cyber-theft Banking Fraud 

The security weaknesses in banks can be exploited by hackers to transfer moneys from numerous 

accounts to theirs in a seemingly innocuous way. This is done by transferring very small amounts 

from victim accounts for things such as SMS deductions, withdrawal charges such that they go 

almost unnoticeable in many cases resulting in millions of naira when accumulated in the accounts 

of these fraudsters. 

Class: Falls under crime against confidentiality and integrity as well computer related forgery and 

fraud 

Sector(s) of society: E-commerce, Banking 

3. Software Piracy and distribution crime 
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Illegal sales of intellectual property belonging to others and protected by copyright is what 

constitutes this type of cybercrime. Examples include persons making money from sale of pirated 

software/games/music etc. 

Class: Falls under computer related infringement on intellectual property and copyrights 

Sector(s) of society: Social 

4. Sale of non-existing or fraudulent products 

This involves the sale of non-existing products or replicas which constitute this type of cybercrime 

especially when “pay before delivery” is mandatory. 

Class: Falls under computer related forgery and fraud crimes 

Sector(s) of society: E-commerce 

5. Cheat code and Data Airtime Theft (DAT) theft  

The unlawful use of “cheat codes” to gain illegal benefits from telecommunication service providers 

such as unlimited airtime and mobile data without any payments being made. 

Class: Falls under crime against confidentiality and integrity  

Sector(s) of society: Telecommunications 

6. Cyber plagiarism 

The unlawful copying and pasting of someone else ideas/words into a word processor or any other 

electronic document without acknowledgement of the author(s)/contributor(s) constitutes this kind 

of crime. Mostly committed by students in higher institutions of learning. 

Class: Falls under crime against computer related intellectual property and copyrights. 

Sector(s) of society: Education 

7.  Child pornography 

The distribution, sale of pornographic material involving the participation of minors or underage 

children, especially involving sexual activities with older persons constitutes this kind of crime. 

Class: Falls under computer related content crime. 

Sector(s) of society: Social 

8.  Social Engineering cyber crimes 

The emergence of social media platforms such as Facebook, Twitter, WhatsApp and others have 

served as a good ground for fraudsters to carry out their activities. Varius ‘scams’ have been carried 

out such as the following: 

- Fake Charities 

Seeking and soliciting for help for fake or non-existent causes. 
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- Fake Beneficiary (Nigerian Prince scams) 

Deceiving victims that they have been left to inherit a large estate from a so called ‘wealthy and 

deceased relative or descendant’. 

Cyberbullying/Cyberstalking 

Harassing an individual on the cyber space through threats, stalking and intimidation. Often times 

the bullies or criminals have their true profile/identity hidden or masked. 

- Social identity hi-jacking 

Theft of an individual’s social media account(s) with the intent to impersonate in order to solicit for 

monies or demand for ransom.  

Class: Computer related forgery and fraud crimes 

Sector(s) of society: Social 

9. Business Email Compromise (BEC) 

This involves a fraudster(s) compromising legitimate business email accounts through social 

engineering means or hacking in order to mislead the victim(s) into transferring unauthorized funds 

to suspicious accounts by sending fraudulent emails. 

Class: Computer related forgery and fraud crimes 

Sector(s) of society: Social 

It would be impossible to list all different types of cybercrimes as the type and the list of is growing 

daily, but represented above are some of the most common categories of. 

1.5 Worldwide Statistics on Cyber Crime 

According to [4], a large number of complaints were received in 2020, higher than any previous 

year from the American public. The stats are as follows: 

791,790 complaints with reported losses of over $4.1 billion, a 69% jump from reported cases in 

2019 

Most losses came from BEC schemes ($1.8 billion), Phishing ($54 million), ransomware came in at 

a close third with ($29.1million). 

Below is a list of victim countries with reported cases. It can be seen that Nigeria ranks 16th. But 

however, it is a known fact that more than 90% of cases are not reported [5]. 

2020 - TOP 20 INTERNATIONAL VICTIM COUNTRIES [4] 
Excluding the United States 

 1. United Kingdom 216,633  

2. Canada 5,399 

3 India 2,930 

4 Greece 2,314 

5 Australia 1,807 

6 South Africa 1,754 
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8 Germany 1,578 

9 Mexico 1,164 

10 Belgium 1,023 

11 Brazil 951 

12 Philippines 898 

13 Italy 728 

14 Spain 618 

15 Netherlands 420 

16 Nigeria 443 

17 Pakistan 443 

18 China 442 

19 Colombia 418 

20 Hong Kong 407 

Table I:  2020 Cyber Crime by type [4] 

 

Table 1 shows world-wide losses in dollars as a result of various types of cybercrime. It shows that 

BEC or Email Account Compromise (EAC) resulting in the highest financial losses and Social 

Engineering specifically Romance schemes coming in at second place. 

 

  

Figure 1 2020 Cyber Crime by Victim report  [4] 

Figure 1 shows the type of cybercrimes committed for five (5) consecutive years to 2020 in terms 

of number of victims count and it shows that in general the number of victims targeted from various 

types of cybercrimes to be on the increase with Phishing being the most widespread. 
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Figure 2 shows sectors of the economy most targeted by cyber-criminals worldwide [6]. It shows 

the Financial Institutions/Banking Industries to be the most targeted, followed by cloud-based 

companies and payment systems. Social Media and E-commerce come in at 4th and 5th respectively. 

 

Figure 2 2020 Most Targeted Industries for Cybercrime [6] 

1.6 Cybercrime on Mobile devices 

1.6.1 Mobile Ad Fraud 

Cybercrime is not only restricted to traditional cyberspace (the world wide web) but has spread to 

mobile devices. It is estimated that more than half of all online transactions are carried out on one 

type of mobile device or the other and with little more than 14 billion devices online [7] it has indeed 

become a serious problem especially during the pandemic when a lot of online transactions were 

made by users on their mobile phones. Majority of these cybercrimes were carried out through what 

has been termed as mobile ad fraud. 

Mobile ad fraud is fraud committed on mobile device users by fraudsters taking advantage of 

inherent weaknesses in mobile advertising technology through Direct Carrier Billing (DCB) 

resulting in financial and other type of losses [7]. The mechanism involves tricking victims into 

making unauthorized purchases through ‘social engineering’ or ‘invisible’ button clicks. 

DCB allows mobile users pay for goods and services through the use of their mobile phones and 

cyber criminals exploit this functionality. 

Figure 3 presents the most targeted apps by fraudsters in their respective categories. It is observed 

that a vast majority of the techniques for mobile cyber-crime are trojan in nature (pretending to offer 

a service only to have malicious intent behind) by tricking victims into making unwanted purchases 

through ads on these apps with game apps and phone utility apps emerging as the most prominent 

vehicles for this type of crime. 
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Figure 3 2020 Most Malicious mobile apps by category [7] 

1.6.2 Cybercrime in Nigeria 

Table 2 shows a report from [8] providing information about cybercrimes committed in Nigeria for 

9 years under review running from 2010 – 2019. It shows the number of petitions which can be 

considered as representing the number of victims/entities. The table shows a steady rise in number 

of victims of cybercrime as the years progress. Although it should be noted that a lot of cases largely 

go unreported. The exact type of cybercrimes per case is not stated. According to [1] the major 

cybercrimes committed in Nigeria range from Phishing, DAT theft and BVN scams as the three 

most common cybercrimes carried out in Nigeria. 

Table 2 Nigerian statistics for number of cybercrime cases handled for 9 years [8] 
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Table 3 Financial Losses in the Banking sector due to cybercrime [9] 

 

Table 3 shows the losses in the Banking sector due to cybercrime. It can be seen that the total fraud 

due to losses dropped from an all-time high in 2014 to a much lower rate in the corresponding years 

2015 and 2016. This can be attributed to the concerted efforts of the Economic and Financial Crimes 

Commission (EFCC) in tackling cybercrime in this sector.  

2. Methodology 

The research design adopted is given below as: 

- Research Design 

In order to carry out this research the descriptive and survey research method was adopted because 

of its usefulness in investigating existing conditions at a set point in time. 

- Sample Population 

Students of the University of Benin 

- Sampling Technique 

Purposeful sampling technique was adopted due to the interest of the researchers in a specific set of 

stakeholders under the subject of interest. This was done through the distribution of online 

questionnaires using Google Forms © shared through links on social media accounts. 

- Sample Size 

The following sample sizes were chosen: 

- Articles, Books, Reports, Reviews from relevant bodies. 

- University of Benin:  The university represents an excellent example for other universities 

in Nigeria both Federal and State because they share virtually the same dynamics and 

structure. Also, it was easier for the researchers to conduct the study here because they are 

domiciled within. Respondents were largely students of the institution. 

 

-  
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3. Results and Discussion 

Presented are the results of the online survey conducted on mostly Students of the Faculty of 

Engineering, University of Benin. In all 77 responses were received. 

 

Figure 4 Age of respondents under study 

The ages of the participants in the study range from 21-25 (64.7%) to 26 and over (35,3%). This is 

a good representation of the average age of students on the university campus, see Figure 4. 

 

Figure 5 Sex of respondents 

Most of the respondents 64.7% were male and 35.3% female as shown in Figure 5. 

 

Figure 6 Mobile phone system share of the market on campus 
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Android represents a great share of the mobile phone market on the University campus at 70.6% 

and iOS or the ‘i-phone’ not doing badly at 29.4%, see Figure 6. 

 

 

Figure 7 User activities on the Internet 

Google search ranked highest among activities undertaken by students on cyber-space 41.2% 

followed by social media at 35.3%. Surprisingly academic research tied closely with sports in third 

position contrary to what would have been expected to be obtainable in the University campus both 

being at 11.8%! See Figure 7. 

 

Figure 8 Locations where cybercrime is mostly carried out 

Majority of the respondents believe cybercrime to be mostly carried out at home 64.7%, followed 

by the school premises at 23.5%. The cybercafe is ranked least 11.8%, see Figure 8. 
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Figure 9 Most prominent cybercrimes 

The most prominent of all cybercrimes committed is presented as Social Engineering at 41.2%, 

followed by Phishing and Credit card theft both tied at 17.06%.BVN scams follow at 11.8%. Data 

and Airtime theft rank least at 5.9% each. See Figure 9 

3.1 Reasons Adduced for Cybercrime 

Some of the reasons given by the respondents are listed below: 

- Poverty 

- Greed 

- Unemployment 

- Bad Economy 

- Lack of Good jobs  

- Social Influence  

With poverty having the overall highest tally (11.8%) of all the probable reasons for cybercrime. 

3.2 Preventive Measures Suggested 

Some of the major preventive measures suggested by respondents are given below: 

- Government providing basic things needed 

- Creating lots of employment opportunities. 

- Better security in systems.  

- There should be greater attention paid to cybersecurity in Nigeria and more severe 

punishments should be given to those who partake in it 

- By sensitizing victims 

- Job creation  

- Improve education, provide employment opportunities, 

- Provide more resources to support developing countries 

- Government should set laws against it as well as providing Employment for the youth and 

also making them understand that cybercrime has no Future. 

- Being more security conscious when engaging in online activities.  

- Government regulation, More jobs for the youth 

- Job creation 
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- Being cautions not to disclose any information linking to your online security details, 

ignoring messages that enquire of your security details both through emails or text messages  

- Creating awareness/sensitization of the public about the effect and punishment of 

cybercrime, and creation of more employment opportunities 

- Provision of jobs and social amenities 

- Creating a decent economy 

- Create more avenues to make legitimate money in the country 

4. Conclusion 

There is no gainsaying that cybercrime has to be eradicated or reduced in order for the nation not to 

be overcome by the financial losses and loss of sense of business security.  No meaningful progress 

can take place where crime is rampant. It has been shown that majority of cybercrime in Nigeria is 

carried out by youth in the society. A great majority of the respondents who are also in the age range 

of the participants in this crime (21-26 years) have contributed largely to this research work. The 

major type of cybercrime according to the students of this institution is Social Engineering 

(establishing relationships in order to swindle) followed by phishing and credit card theft.  

Places where cybercrimes are likely to be carried out are identified as campus premises much more 

than the home, this is obviously for students of tertiary institutions. Poverty was identified as the 

major cause of cybercrime while Government policy toward providing basic amenities, job 

opportunities and better cyber security technologies emerged as the major solutions provided by the 

respondents.   

The researchers agree with some of the recommendations of the respondents especially in the 

preventive measures proffered. If we fix the society by doing the needful (job creation, better 

standard of living etc.) the tendency of the youth to go into crime would be greatly reduced and for 

those who wish to the government agencies should be more vigilant and up to date in their strategies 

to deal with perpetrators. 
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Abstract 

Map systems has been a form of finding different locations embraced by a larger percentage of the world population 

and with good content can be used to convey enough information faster than most means. This project was carried out 

to develop a 3D map system that is used to share some insight on the different locations of departments and classes in 

the faculty of engineering, University of Benin to the rest of the world through the map system. The project achieved 

this by employing scenery local to the faculty of engineering, University of Benin a Nigerian university in Benin City 

and an interactive play that revolves around the environment. 

 

 

1. Introduction 

A map is a symbolic depiction emphasizing relationships between elements of some space, such as 

objects, regions, or themes. Many maps are static, fixed to paper or some other durable medium, 

while others are dynamic or interactive [1]. Though most commonly used to depict geography, maps 

may represent any space, real or fictional, without regard to context or scale, such as in brain 

mapping or computer network topology mapping. The space being mapped may be two 

dimensional, such as the surface of the earth, three dimensional, such as the interior of the earth, or 

even more abstract spaces of any dimension, such as arise in modeling phenomena having many 

independent variables. A web mapping system of the world was developed by [2].  The approach of 

Satellite imagery, aerial photography, street maps was adopted but the dependency on internet 

service, lack of interactions and detailed walkthroughs is a disadvantage to the mapping system. 

Maps can be more useful than globes in many situations: they are more compact and easier to store; 

they readily accommodate an enormous range of scales; they are viewed easily on computer 

displays; they can facilitate measuring properties of the region being mapped; they can show larger 

portions of the Earth's surface at once; and they are cheaper to produce and transport. These useful 

traits of maps motivate the development of map projections. 

In 3D computer graphics, 3D modeling is the process of developing a mathematical representation 

of any surface of an object (either inanimate or living) in three dimensions via specialized software 

[3].  The 3D modelling of Rome scale model was carried out by [4], Models of complex buildings 

using Maya, procedural and parametric modelling techniques was carried out but there was Lack of 

interaction with model system. The modelling of Rome scale model was carried out by [5] and the 

use of stereo image pairs of the object was adopted to improve the quality of edges of the scanned 

model. The 3D modelling if a town scale model was developed by [6]. The approach of 

photogrammetry and Lasergrammetry was implemented and detailed models were created but these 

models lacked street views and walkthroughs. A 3D modelling of Beijing City scale model was 

developed by [7]. The use of stereo image pairs of the object improved the quality of edges of the 

scanned model, but these models Lacked interaction with model system. A 3D interactive maps was 

designed by [8] using Theory and practice3D cartography and 3d map viewer approach. No specific 

landscape was covered or developed. 

 

http://www.nipesjournals.org.ng/
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2. Methodology 

 

This work employs a traditional waterfall model, infused with component reuse model shown in 

Fig. 1. This takes the fundamental process activities of software specification, development, 

validation, and evolution and represents them as separate process phases such as requirements 

specification, software design, implementation and testing [4]. The design is to develop full three 

dimensional models of each building in the Faculty of Engineering, to create a map system of 

Faculty of Engineering using a drawn-out plot of the Faculty and to develop interactions within the 

system to allow movements around map system using a modelled avatar.  

 

2.1 Design Phase 

Map models were determined and sketched using real life photos of the various buildings and 

environs to guide in the implementation for design for the scenery (i.e. the faculty of engineering). 

Necessary pictures of the part of the faculty environment and the structures to be incorporated was 

also carried out using the waterfall model of a software development. Waterfall Model takes the 

fundamental process activities of software specification, development, validation, and evolution and 

represents them as separate process phases such as requirements specification, software design, 

implementation, testing [5]. The map system was designed using the components identified as 

shown in the Fig 2. and the Unity game engine focus was placed on integrating the character models 

created using modelling tools into the overall map play. 

 

 

 

Unity 

Game 

Engine 

Modelling and 

Animation software 

Map 

project 

Fig 2: design System  

Fig 1: design System  
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2.2 Implementation Phase 

The map objects shown in Fig 3 to Fig12 (the buildings, avatar etc.) are modelled and joined using 

Blender and Revit modelling tools.  

A. Buildings 

  

  

  

  

Fig 6: Old 1000LT side view Fig 5: Old 1000LT 

Fig 4: Petroleum Engineering Side view Fig 3: Petroleum Engineering Building 
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Fig 7: Main Faculty Building 

Fig 9: ADEC Building 

Fig 8: Chemical Engineering Building 

Fig 10: ADEC Building side view 
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Also, the scenery and environment implementation of the map logic was designed using Unity game 

engine. The Unity3D game engine is a cross-platform game engine with a built-in integrated 

development environment (IDE) developed by Unity Technologies. The Graphic rendering 

subsystem of the game engine manages all code that renders graphics in the map, including 

initialization and releasing of system resources acquired by the graphics device. The faculty 

buildings were designed by rendering 3D geometric primitives such as point, line, point list, line 

list/strip and mesh.  

B. Avatar 

Shown in Figure 13 is the main player (Avatar) which is similar to the Graphics Rendering 

Subsystem, this subsystem includes initialization and releasing of system resources acquired by the 

input device. 

 

Fig. 13: Avatar 

Fig 12: New 1000LT side view Fig 11: New 1000LT 
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-The Input Handling subsystem of the game engine provides services for easy registration of 

responses to corresponding Avatar’s input. 

-The Collision Detection subsystem’s function simulates the Avatars behavior of colliding objects 

and also triggers the activation of scripts due to the presence of predetermined game objects. 

-Codes were used to handle responsibility (rules) of engagement in the map and how the various 

elements of the map interact with each other. The programming language employed in creating the 

code is C#.  

-Adobe Photoshop graphics design software was used in this map to create the textures applied to 

the map character, the terrain, the level designs and other visual objects required in the map. 

The designed map objects (buildings and avatar) are able to load an external 3D model, which can 

be encoded in .x file format, blend file format, .fbx file format into the map. In addition, 2D objects 

such as color-keyed bitmaps and fonts are also rendered through this subsystem. Other graphics 

objects that are not render-able, such as camera, light and materials, are also managed by this 

subsystem 

C. Map Interaction Scripts 

These are various code snippets used to implement the interaction of the map components and 

objects together in the map’s scene. They are Behavioural_script, Updatehelper, Movement, 

Player_control, Movement_cam, Camera turn, Mouse orbit, SmoothFollow, SmoothLookAt and 

Gravity, each adding different functionality to the map.  

 

3. Results and Discussion 

A Windows or Android based third-person (Avatar) role playing map which has several individual 

components acting as one unit for the purpose of the map system. The main player (Avatar) is the 

actor controlled by the player. Table 1 shows the test carried out on the map which is a roleplaying 

simulation and observations of the actor which moves around the environment and find different 

locations for an ease of access during a visitation. 
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Table 1: Results from character contact and movement with environment 

4. Conclusion 

The Android / Computer based map system with the local content is available for the faculty of 

engineering, University of Benin. The map features were achieved as a Third-Person role playing 

system with all of the scene elements rendered over a plane. The scene was created using the faculty 

of engineering in the University of Benin as the focus of the system which could be added to the 

google map. 

However as with all software projects, there is still room for improvements. Since the buildings do 

not contain interior scenes of both departments and classes, it could be upgraded with time, making 

the model a highly sophisticated map with interiors and also interactions.  

 

 

S/N Test Observation Results 

1 Character contact with ground around the faculty of 

Engineering, UNIBEN 

Satisfactory Working 

2 Character movement along X axis using Unity 3d game 

engine Cartesian 

Satisfactory Working 

3 Character movement along Y axis using Unity 3d game 

engine Cartesian 

Satisfactory Working 

4 Character idle state  Satisfactory Working 

5 Character walking state Satisfactory Working 

6 Character running state Satisfactory Working 

7 Visibility of static objects; buildings, cars, mast, 

generators and barricades around the faculty of 

Engineering, UNIBEN 

Satisfactory Working 

8 Collision between character and static objects that is 

buildings and barricades (between LT 2 and LT 4, LT 1 

and LT 3) around the faculty of Engineering, UNIBEN 

Satisfactory Working 

9 Input response delay (‘W,A,S,D’ for up, left, down and 

right movements respectively) 

Satisfactory Working  

10 Camera to character motion Satisfactory  Working  

11 Camera view rendering Satisfactory Working  

S/N Test Observation Results 

1 Character contact with ground around the faculty of 

Engineering, UNIBEN 

Satisfactory Working 

2 Character movement along X axis using Unity 3d game 

engine Cartesian 

Satisfactory Working 

3 Character movement along Y axis using Unity 3d game 

engine Cartesian 

Satisfactory Working 

4 Character idle state  Satisfactory Working 

5 Character walking state Satisfactory Working 

6 Character running state Satisfactory Working 

7 Visibility of static objects; buildings, cars, mast, 

generators and barricades around the faculty of 

Engineering, UNIBEN 

Satisfactory Working 

8 Collision between character and static objects that is 

buildings and barricades (between LT 2 and LT 4, LT 1 

and LT 3) around the faculty of Engineering, UNIBEN 

Satisfactory Working 

9 Input response delay (‘W,A,S,D’ for up, left, down and 

right movements respectively) 

Satisfactory Working  

10 Camera to character motion Satisfactory  Working  

11 Camera view rendering Satisfactory Working  
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Abstract 
This project is on the design of a remote controlled palm climber and harvester to fill in the technological gap in 

palm harvesting.  It is a synergy of engineering principles and relevant technologies like pneumatics and 

mechatronics to solve societal problem in the area of palm production. In this project, a Palm Climber and 

Harvester (PCAH)  was designed. The movements of individual linkages in its mechanisms were determined, the 

pneumatic system which produces the motion and the electronic circuit which controls the pneumatic circuits 

were also designed. The dimensions of the individual linkages which will withstand the working stress were 

calculated. These dimensions, after being simulated under working condition using SolidWorks engineering 

application software were found to be within safety limits. PCAH as a machine can be readily manufactured for 

use in the palm oil industry. 

1.0 Introduction 

Palm oil remains the most widely produced and consumed vegetable oil or fat on earth with over 35 

million barrels produced yearly. It is eaten by more than 3 billion people worldwide, in over 150 

countries of the world. It supplies 8% of energy intake for Africa and contributes 33% of the total fats 

and oil consumed worldwide [1]. The cultivation of palm plantations increases steadily at the rate of 

5% yearly. Conversely palm climbers reduce yearly, harvesting becomes more difficult and costly due 

to technological gap in harvesting techniques.  

There is need for a new technology to drive the sector in palm production. This technology must meet 

the needs for harvesting of palm fruits at a low cost, less risk; be environmentally friendly, durable and 

also compliant with the socio-cultural inclinations the new Nigeria. This also implies that the machine 

must be, time saving, less polluting, while also exploring other power source, possibly renewable 

energy, to power it.  

The aim of this project is to design a machine which uses the motion of pneumatic actuators to climb 

and harvest fresh fruit bunches of the oil palm while it is being operated from the ground with a remote 

controller. This involves: designing the climbing and harvesting mechanism of the PCAH, designing 

for the motion of major linkages in the mechanisms using pneumatic actuators, calibrating the 

individual motion of the linkages, designing a radio wave remote controller to operate the PCAH from 

a distance, and evaluating the performance of PCAH. To eliminate the risk of loss of human life 

involved in the crude harvesting methods of palm fruits, PCAH is automated and controlled by humans 

using remotes. This calls for the use of Programmable logic circuit or micro controllers as an interface 

for controlling mechanical movements via electronic systems  

Several machines have been designed to harvest coconut including the Advanced Remote-Controlled 

Coconut Harvesting Robot (A.R.H.H-1) [2]. However, the harvesting of Oil Palm is quite different. The 

tapping mechanism for Fresh Fruit Bunches (FFBs) therefore must include a protective mechanism to 

defend the machine against the weight of the FFB. A means of cutting the fronds and also pushing it 

away and the mechanism must 

http://www.nipesjournals.org.ng/
mailto:iberedem.akpan@st.futminna.edu.ng
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be designed in such a way that the weight of the FFB does not lean on the blade during tapping as it 

may cause failure. PCAH is therefore the first automated machine designed for the climbing and 

harvesting of oil palm fruits.  

2.0 Functionality Design 

The palm climber and harvester are designed to serve two basic functions: to climb up to the top of the 

tree and to cut down the palm bunch from the tree. Other functions includes: cutting down of palm 

bunches; clearing of the palm top, carrying a load (its weight) up and swinging its cutting arm about.  

Aside the functions, simplicity of design, ease of manufacture, ease of maintenance and available 

technology are considered paramount in the design and thus serve as constraints in the design  

In order to achieve this, the following technologies are employed in the building of this machine: 

pneumatics, tree climbing technology, electronics and microcontrollers and electro-pneumatic 

technology 

2.1 Climbing Mechanism Functionality Design 

PCAH is made to mimic the climbing action of mammals. For a gripping action, a simple mechanism 

consisting of two jaws representing the legs of a mammal is considered as in Figure.1.. 

 
Figure 1 Different classes of lever that can be applied for the gripping arm 

Also it can be found that a component of the force applied in gripping tends to cause a slipping of the 

contact point along its length. The geometry of the gripping arms is modified to combine the advantages 

arrangements A and B. The resulting mechanism as shown in Figure 2 (a), however, has a little range 

of tree diameter that it can accommodate. Length C and C’ is then introduced as a solution as illustrated 

in Figure 2 (b). 

 

Figure 2 Different stages of modification of lnkages for greater utility 

On a closer observation, it can be found that length B and B’ will not completely fit together at all 

angles. It crosses each other as it rotates about the fulcrum as illustrated in Figure 3.  

For neatness and a good assembly, the geometry of the gripping arm is again modified. It is transformed 

in such a way that neither the mechanical advantage nor maximum diameter is altered as illustrated in 

Figure 2 (c). 

A B C 

Tree 

 Trunk 

Gripping arms 
Controlling 

linkage 
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Figure 3 Illustrating the incompatibility of length B and B’ at various opening angles 

Length B is therefore arched along the path of the circumference such that the two arms maintain a fit 

coupling as opens or closes. This is as illustrated in Figure 4.  

 

Figure 4 Illustrating the compatibility of arched length B and B’ at various opening angles 

The minimum and maximum diameter that can be accommodated by the mechanism can be calculated 

applying the laws of geometry. The arms are also designed to better to be symmetrically the same for 

easy replacement during maintenance. 

A sliding lever is required to lower or increase the height of the arms during climbing. The lever adjusts 

its height by sliding across its length while pulling or pushing the arms down or up to carry out a 

climbing action. The continuous displacement of heights after several pulling and pushing of gripping 

arms as illustrated in Figure 5 climbs the tree. 

                                                        

                 Figure 5 Climbing process of PCAH 
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In this case, pneumatic cylinders serve the purpose of gipping or loosening the arm and pushing or 

pulling the arm upwards or downwards for the climbing mechanism 

2.2 Functionality Design for Harvesting Mechanism 

Harvesting of palm fruit involves clearing the tree top of masquerading palm fronds and cutting down 

the palm fruit at its stalk. The cutting can be carried out by thrusting a wedge like machete into the stalk 

or by use of a rotating toothed cutter as illustrated in Figure 6. A provision is also made to allow the 

arm to swing about for effective work output. 

 

 
Figure 6 Mechanism for harvesting process of PCAH 

2.3 Design for the Revolving Mechanism 

On reaching the top, PCAH will have to revolve round the tree trunk to be able to harvest the palm fruit 

which palm usually bears in all directions round. The path traced by the movement of the gripping arm 

about the tree trunk is almost concentric to the tree trunk. A mechanical rail-like guide can therefore be 

provided to guide the grippers about as it rotates as in Figure 7. 

 
Figure 7 Revolving mechanism 

The machine is displaced along the path of revolution about the tree trunk. A number of this cycles 

allows the machine to go round the tree trunk for all round inspection and harvest. The pushing and 

pulling of the arms can be done with the aid of a powered sliding lever, in this case, a pneumatic 

cylinder. 

2.4 Pneumatic Circuit Functionality Design 

Pneumatics refers to the use of compressed air to produce mechanical motion. The force produced is a 

product of the air pressure acting against the area of the piston. The flow of compressed air is normally 
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controlled by flow control valves. The flow control valve could be switched on, switched off or port 

changed manually, by mechanical actions or by electric switches. In this case, electric switch controlled 

by electronic signals is used. Most of the components are designed to be powered by pneumatic system. 

The pneumatic circuit diagram is as given in Appendix A1   

The detailed description for each pneumatic cylinder is as shown in Table 1. 

 

Table 1 description of pneumatic cylinders 

S/No Point of 

application 

Piston length 

(mm) 

Cylinder 

bore 

Other description 

1 Lower gripping 

arm 

256 80 Double acting cylinder, magnetic piston, 

trunion mounting 

2 Upper gripping 

arm 

256 80 Double acting cylinder, magnetic piston, 

trunion mounting 

3 Column 180 40-50 Double acting cylinder, magnetic piston, 

direct rear  mounting 

4 Swivel guide 260 30 Double acting cylinder, magnetic piston, 

front flange mounting 

5 Cutting arm 

angle tilt 

120 25 Double acting cylinder, magnetic piston, 

rear pivot mounting 

6 Cutting blade 

thrust 

120 25 Double acting cylinder, magnetic piston, 

front flange mounting 

 

2.5 Electrical Circuit 

In order to control the machine from the ground while the machine climbs up, the machine is employs 

the use of remote control. The remote control is designed to fourteen have keys: twelve control buttons 

and two power buttons. The TX-2B and RX-2B however can only transmit five channels primarily. The 

other channels are gotten by a combination of several primary channels. 

 
Figure 8 Command transfer sequence 

 The Arduino microcontroller is introduced for the logical control of the individual cylinders.  

The command transfer sequence is as given in Figure 8while Table 2 shows how the electric signals 

are exchanged and converted to mechanical power output. All electrical circuits design is given in 

Appendix A2. 
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Table 2 Signal transfer logic and coding 

S/No Transmitter 

Pin No.  

Channel 

Transmitted 

Receiver 

Pin No.  

Microcontroller 

Output 

Command output 

1 1 1 6 F Grip lower arm 

2 14 2 7 E Loose lower arm 

3 4 3 10 D Increase column height 

4 5 4 11 C Decrease column height 

5 6 5 12 B Increase swivel angle 

6  1,2  A Decrease swivel angle 

7  2,3  G grip upper arms 

8  3,4  H Loose upper arms 

9  4,5  I Push cutting blade 

10  1,2,5  J Pull cutting blade 

11  3,4,5  K Raise cutting arm 

12  1,5  L Lower cutting arm 

 

3.0 Design Analysis, Calculations and Synthesis  

The machine comprises of two major assemblies classified based on the individual functions of the sub-

systems  

1. The climber: this comprises of all the parts for the climbing mechanism of the machine 

2. The cutting arm, which includes all the components for the harvesting mechanism  

Part1. Gripping Arm 

The gripping arm sustains the weight of the machine against the tree trunk by friction. The required 

friction to sustain the weight of the machine is generated by increasing the gripping force pushing it 

against the weight of the tree trunk.  

 
Figure 9 Gripping arms 

It consists of three major mechanical components: the frame, the pad and the spring as illustrated in 

Figure 9. 

a. Forces acting on gripping arm 

When the machine is at restive position, the two pads grip the tree trunk as a means of sustaining the 

weight of the machine against the tree trunk. For the pads to grip the walls of the tree trunk without 

slipping, the friction force induced by the gripping force must be enough to overcome the weight of the 

machine 

Given that:  

1. Friction coefficient of rubber on wood is a minimum of 0.5 

   

Frame of 

gripping 

arm Gripping 

pad 

Gripper 

spring 
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2. Estimated weight of machine = 50kg 

3. Gravitational acceleration = 9.81𝑚/𝑠2 

Static friction coefficient: 

 = 
𝑓𝑜𝑟𝑐𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑡𝑜 𝑠𝑙𝑖𝑑𝑒 𝑡ℎ𝑒 𝑡𝑤𝑜 𝑠𝑢𝑟𝑓𝑎𝑐𝑒𝑠

𝑓𝑜𝑟𝑐𝑒𝑠 𝑝𝑢𝑠ℎ𝑖𝑛𝑔 𝑡ℎ𝑒 𝑠𝑢𝑟𝑓𝑎𝑐𝑒𝑠 𝑡𝑜𝑔𝑒𝑡ℎ𝑒𝑟
 

𝜇𝑟𝑢𝑏𝑏𝑒𝑟 𝑜𝑛 𝑤𝑜𝑜𝑑 =
𝑊

𝐹
           … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 1) 

F = 
50×9.81

0.5
= 981 N 

For proper grip, the machine is expected to produce at least 1.5 times the minimum required gripping 

force. A force of 1500N is taken as gripping force. 

a. Stresses acting on gripper frames 

The gripping force acts on the two pedals of the right and left grippers such that the force on each 

pedal is just half of the total, that is, 750N as in Figure 10. 

 

Figure 10: Schematic diagram of the gripping frames 

Moment of force F acting on the frame ‖𝐵𝐶𝐷𝐸𝐹‖  depends on the point C. The moment increases as 

‖𝐵𝐶‖ reduces. This implies the smaller radius of some trees. In the limit, when ‖𝐵𝐶‖ = 0; maximum 

moment, 𝑀𝑚𝑎𝑥, due to force exerted on point F is given by 

 𝑀𝑚𝑎𝑥  = 𝐹 × (𝑣 + 𝑤 + 𝑥 + 𝑦 + 𝑧)         … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 2) 

By functionality design, 𝑣 + 𝑤 = 105.35𝑚𝑚  and x + y= 506.27𝑚𝑚 

∴  𝑀𝑚𝑎𝑥 = 750𝑁 × (105.35 + 506.27)𝑚𝑚 = 458,715𝑁𝑚𝑚 

In calculating the stress due to bending, the cross-section of frame ‖𝐵𝐶𝐷‖  as shown in 

Figure 11 is put to consideration 

 

Figure 11 Cross section of frames ‖𝑶𝑨𝑩𝑪𝑫‖   
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ℎ =
(𝑎𝐻2 + 𝑏𝑡2)

2(𝑎𝐻 + 𝑏𝑡)
     =   

37

44
𝑎 

𝑀𝑜𝑚𝑒𝑛𝑡 𝑜𝑓 𝑖𝑛𝑒𝑟𝑡𝑖𝑎, 𝐼𝑥𝑥 =
𝐵ℎ3 − 𝑏(ℎ − 𝑡)3 + 𝑎ℎ𝑖

3

3
           … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 3) 

𝑤ℎ𝑒𝑟𝑒 ℎ = 
37

44
𝑎;  ℎ1 = 𝐻 − ℎ =

73

44
𝑎  

𝐼𝑥𝑥 =
4𝑎 (

37
44
𝑎)
3

− 3𝑎 (
37
44
𝑎 − 𝑎)

3

+ 𝑎 (
73
44
𝑎)
3

3
= 1.349897477𝑎4 

𝑆𝑒𝑐𝑡𝑖𝑜𝑛 𝑚𝑜𝑑𝑢𝑙𝑢𝑠, 𝑍 =
𝐼

𝑦
=
(
344,969
85,184 × 3

)𝑎4

(
37
44
)𝑎

 = 1.605283486𝑎3  

Based on standard specification for structural support, maximum allowable tensile stress at extreme 

fibre for aluminium 5456-H111, 𝐹𝑡𝑦 = 179𝑀𝑝𝑎 𝑜𝑟 179𝑁/𝑚𝑚
2; and Factor of safety, 𝑛𝑦 = 1.65  

(Reddy, 2014)  

𝑆𝑡𝑟𝑒𝑠𝑠 𝑑𝑢𝑒 𝑡𝑜 𝑏𝑒𝑛𝑑𝑖𝑛𝑔 𝑚𝑜𝑚𝑒𝑛𝑡, 𝜎𝑏𝑡 

𝜎𝑏𝑡 = 
𝐹𝑡𝑦
𝑛𝑦
=
𝑀

𝑍
       … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 3.4) 

𝜎𝑏𝑡 =
179𝑁 𝑚𝑚2⁄

1.65
=

458,715𝑁𝑚𝑚

1.605283486𝑎3𝑚𝑚3
  

𝑎 = 13.81043545𝑚𝑚  𝑜𝑟 ≅ 15𝑚𝑚 𝑡𝑜 𝑡ℎ𝑒 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 ℎ𝑎𝑙𝑓 − 𝑡𝑒𝑛 

Shear stress acting on the cross-section of beam ||𝑂𝐵|| will then be  
𝑊

𝐴
=

50×9.81

(60×37.5)−2×(22.5×22.5)
 = 0.3964𝑁/𝑚𝑚2 

This is far less than the maximum allowable shear stress being over 100𝑁/𝑚𝑚2 

a. Bending stress acting on the curved part of the frame 

To calculate the bending stress on the curved part of the beam, it is assumed that the point D  in Figure 

12 where the curve begins is fixed considering that the deflection at maximum moments of force is 

minimal and can be ignored. 

 

Figure 12: Showing pictorial diagram of length ‖𝑫𝑬𝑭‖ of gripping frames 

Moment about point D (𝑀) = 

𝐹 × (|𝑣 + 𝑤|)     = 79, 012.5 𝑁𝑚𝑚 
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b. Stress due to bending moment on the curved part of the beam 

From established theories, maximum bending moment stress occurs at the outer or inner surface of the 

curved beam with radius 𝑅𝑜 and 𝑅𝑖 as represented in Figure 12 [3]. 

 

Figure 13: Cross section of curved frame ‖𝑫𝑬𝑭‖ 

Maximum bending stress (compressive) at inner surface, 𝜎𝑏𝑖 =
𝑀𝑦𝑖

𝐴𝑒𝑅𝑖
      … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   5) 

Maximum bending stress (tensile) at outer surface, =
𝑀𝑦𝑜

𝐴𝑒𝑅𝑜
          … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   6) 

 𝑤ℎ𝑒𝑟𝑒 𝑀 = 𝐵𝑒𝑛𝑑𝑖𝑛𝑔 𝑚𝑜𝑚𝑒𝑛𝑡 𝑎𝑡 𝑎𝑛𝑦  

𝑔𝑖𝑣𝑒𝑛 𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑎𝑏𝑜𝑢𝑡 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑎𝑙 𝑎𝑥𝑖𝑠  

Maximum allowable compressive stress for aluminium 545-H111 at the extreme fibre,  

𝜎𝑏𝑖 =
𝐹𝑐𝑦

𝑘𝑐 . 𝑛𝑦
     … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   7) 

Where 𝐹𝑐𝑦 = compressive yield strength = 152𝑁/𝑚𝑚2; 𝑘𝑐 = Compression co-efficient = 1.10; 

𝑛𝑦 = Factor of safety = 1.65.  Relating equation 3.5 with equation 3.7 

𝜎𝑏𝑖 =
𝐹𝑐𝑦

𝐾𝑐.𝑛𝑦
=

𝑀𝑦𝑖

𝐴𝑒.𝑅𝑖
  

But 𝑒 = 𝑅 − 𝑅𝑛 = (𝑅 +
ℎ
2⁄ ) −

ℎ

𝐿𝑛(
𝑅𝑜
𝑅𝑖
)
,    

𝐴 = 𝑏ℎ = 30ℎ 𝑠𝑖𝑛𝑐𝑒 𝑏 𝑖𝑠 𝑎𝑙𝑟𝑒𝑎𝑑𝑦 𝑑𝑒𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑏𝑒 15𝑚𝑚  

𝑎𝑛𝑑 𝑦𝑖 = 𝑅𝑛 − 𝑅𝑖 = (
ℎ
𝑙𝑛 (

𝑅𝑖+ℎ

𝑅𝑖
)⁄ ) − 𝑅𝑖  

152

1.10×1.65
=

79,012.5𝑁𝑚𝑚×

(

 
 
(ℎ

𝑙𝑛(
𝑅𝑖+ℎ

𝑅𝑖
)

⁄ )−𝑅𝑖

)

 
 
𝑚𝑚

30ℎ𝑚𝑚2×

(

 
 
𝑅𝑖+

ℎ

2
−(

ℎ

𝑙𝑛(
𝑅𝑖+ℎ
𝑅𝑖

)
)

)

 
 
𝑚𝑚×𝑅𝑖𝑚𝑚

  

Given, from functionality designs, that 𝑅𝑖 = 704.13, by iterations, ℎ can be found to be 13.7812𝑚𝑚 

Maximum allowable tensile stress for Aluminium at the extreme fibre 

𝑅𝑖  

𝑦𝑜  

𝑦𝑖  
ℎ
2⁄  

𝑒  

𝑅𝑜
  

𝑅 
𝑅𝑛 

𝐶 
𝑁 

𝑏 

ℎ 

𝑦𝑖 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑎𝑥𝑖𝑠 𝑎𝑛𝑑 𝑖𝑛𝑛𝑒𝑟 𝑠𝑢𝑟𝑓𝑎𝑐𝑒, 

𝑦𝑜 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑎𝑥𝑖𝑠 𝑎𝑛𝑑 𝑖𝑛𝑛𝑒𝑟 𝑠𝑢𝑟𝑓𝑎𝑐𝑒,

𝑅𝑜 = 𝑖𝑛𝑛𝑒𝑟 𝑟𝑎𝑑𝑖𝑢𝑠, 

𝑅𝑜 = 𝑖𝑛𝑛𝑒𝑟 𝑟𝑎𝑑𝑖𝑢𝑠, 

𝑅 = 𝑟𝑎𝑑𝑖𝑢𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑎𝑙 𝑎𝑥𝑖𝑠 = 𝑅𝑖 +
ℎ

2
, 

 𝑅𝑛 = 𝑟𝑎𝑑𝑖𝑢𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑎𝑥𝑖𝑠,
ℎ

ln (
𝑅𝑜
𝑅𝑖
⁄ )

 ,  

𝑒 =  𝑅 − 𝑅𝑛 
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 𝜎𝑏𝑜𝑢𝑡𝑒𝑟 =
𝐹𝑡𝑦

𝑛𝑦
                   … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   8) 

  Where 𝐹𝑡𝑦 = tensile yield strength = 179𝑁/𝑚𝑚2; 𝑛𝑦 = Factor of safety = 1.65 

Comparing equation   8 with equation   6 

𝜎𝑏𝑜𝑢𝑡𝑒𝑟 =
𝐹𝑡𝑦

𝑛𝑦
=

𝑀𝑦𝑜

𝐴𝑒𝑅𝑜
  𝑎𝑛𝑑 𝑅𝑜 = 𝑅𝑖 + ℎ  

𝑦𝑜 = 𝑅𝑜 − 𝑅𝑛 = (𝑅𝑖 + ℎ) − 𝑅𝑛  

 = 𝑅𝑖 + ℎ − (
ℎ

𝑙𝑛(
𝑅𝑖+ℎ

𝑅𝑖
)
); 

 
179

1.65
=

79,012.5𝑁𝑚𝑚×(𝑅𝑖+ℎ−(
ℎ

𝑙𝑛(
𝑅𝑖+ℎ

𝑅𝑖
)
))𝑚𝑚

30ℎ𝑚𝑚2×(𝑅𝑖+
ℎ

2
−(

ℎ

𝑙𝑛(
𝑅𝑖+ℎ

𝑅𝑖
)
))𝑚𝑚×(𝑅𝑖+ℎ)𝑚𝑚

  

By functionality design, 𝑅𝑖 = 704.13; thus by iterations, ℎ can be found to be 12.03599𝑚𝑚. Since 

this is less than the size obtained as requirement to sustain the compressive stress at extreme fibres, the 

larger value, 13.7812𝑚𝑚 is considered. A safe value of 15mm is assumed to give tolerance to the 

possibility of error during manufacturing or overloading during usage  

Part 3. Spring  

The spring serves two purposes: to absorb the shock on the gripper frames due to the action of pneumatic 

cylinders and also to sensor the excess force applied in the gripping action 

a. As a shock absorber 

The equivalent spring system and the forces acting on the spring are as shown in Figure 14.  

F represents the force required to grip the frames together, calculated from equation 4.1 to be 1500N 

 
Figure 14: Schematic diagram of forces acting on springs 

𝐹𝑟𝑜𝑚 𝐻𝑜𝑜𝑘𝑒′𝑠 𝑙𝑎𝑤, 𝐹 = −𝐾𝑒𝑞 . 𝑒 =  −𝐾𝑒𝑞𝑑𝑥         … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   9) 

By geometric constrain of functionality design, 𝑥𝑚𝑎𝑥 = 25𝑚𝑚 

 𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑛𝑔 𝑣𝑎𝑙𝑢𝑒𝑠 𝑖𝑛𝑡𝑜  𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   3.9 

1500𝑁 = 
𝐾

2
. 25𝑚𝑚  

𝐾 = 120𝑁/ 𝑚𝑚 

Part 4. Pneumatic cylinder for gripping arm 

The pneumatic cylinder as represented in Figure 15 produces a push or a pull which determines the 

motion of the gripping arm. It is a double acting pneumatic cylinder controlled by electrical pulse 

signals. It is subjected to tension, compression and buckling stress depending on the length of the piston. 
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Figure 15: Pneumatic cylinder 

a. Cylinder bore 

The force require for the gripping action is be produced by the action of the pneumatic cylinders, the 

cylinder bore must be large enough to produce gripping force at working pressure. The machine is 

designed to function at a pressure of four bars to avoid the high energy losses, high maintenance cost 

and risk of accident that are usually associated with very high pressures[4, 5, 6, 7]. Also, to conserve 

space, and reduce weight, a telescopic piston cylinder is considered.  

Required force =  𝑡𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 ×  𝑤𝑜𝑘𝑖𝑛𝑔 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 × 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦   

1500𝑁 = (
𝜋𝐷2𝑏𝑜𝑟𝑒
4

 ) ×
0.4𝑁

𝑚𝑚2
 × 0.8  

𝐷 = 77.25484𝑚𝑚 𝑜𝑟 3𝑖𝑛𝑐ℎ𝑒𝑠 

b. Stresses acting on pneumatic piston 

Since the pneumatic cylinder is designed to function with hinged ends as shown in figure 3.7, the 

effective length  𝐿 = 𝑙 = 153𝑚𝑚 each ; Young’s modulus (E) for aluminium =  70000𝑁/𝑚𝑚2 

Moment of inertia for circular cross section 𝐼 =
𝜋𝑑4

64
  

Based on Euler’s formula,  

𝐵𝑢𝑐𝑘𝑙𝑖𝑛𝑔 𝑙𝑜𝑎𝑑,𝑁𝑐𝑟 = 𝐿𝑜𝑎𝑑 × 𝐹𝑎𝑐𝑡𝑜𝑟 𝑜𝑓 𝑠𝑎𝑓𝑒𝑡𝑦 =  
𝜋2𝐸𝐼

𝐿2
  (Höglund, 2009) 

= 981𝑁 × 1.65 =  
𝜋2 × 7000𝑁/𝑚𝑚2 ×

𝜋𝑑4

64  

(153𝑚𝑚)2
  

𝑑 = (
 981𝑁 × 1.65 × 64 × (153𝑚𝑚)2

𝜋3 × 7000𝑁/𝑚𝑚2
) 
1
4
   = 10.28115797𝑚𝑚 ≅

1

2
𝑖𝑛𝑐ℎ  

Part 5. Column 

The column is a pneumatic cylinder. Its piston moves up or down to initiate a climbing height. It 

connects the upper gripping arm to the lower gripping arm through the swivel guide. It is subjected to 

both compressive and bending stress as illustrated in Figure 16. 

For columns subjected to both bending moment and compression,  

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑠𝑡𝑟𝑒𝑠𝑠 𝜎𝑚𝑎𝑥 =
𝑙𝑜𝑎𝑑(𝑊)

𝐶𝑟𝑜𝑠𝑠 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝐴𝑟𝑒𝑎 (𝐴)
+
𝑀𝑜𝑚𝑒𝑛𝑡 𝑜𝑓 𝐹𝑜𝑟𝑐𝑒 (𝑀)

𝑆𝑒𝑐𝑡𝑖𝑜𝑛 𝑀𝑜𝑑𝑢𝑙𝑢𝑠 (𝑍)
   … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   10) 
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Figure 16: pneumatic cylinder column 

For columns subjected to both bending moment and compression,  

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑠𝑡𝑟𝑒𝑠𝑠 𝜎𝑚𝑎𝑥 =
𝑙𝑜𝑎𝑑(𝑊)

𝐶𝑟𝑜𝑠𝑠 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝐴𝑟𝑒𝑎 (𝐴)
+
𝑀𝑜𝑚𝑒𝑛𝑡 𝑜𝑓 𝐹𝑜𝑟𝑐𝑒 (𝑀)

𝑆𝑒𝑐𝑡𝑖𝑜𝑛 𝑀𝑜𝑑𝑢𝑙𝑢𝑠 (𝑍)
   … (𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   10) 

W= (weight of palm bunch) + (weight of cutting arm) + (weight of upper gripping arm) 

𝑊𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 = 20𝑘𝑔 + 10𝑘𝑔 + 10𝑘𝑔 = 40𝑘𝑔 

𝑊𝑙𝑜𝑎𝑑 = (40𝑘𝑔 × 9.81𝑚/𝑠
2)𝑁 

Moment of Force, 𝑀 = 𝑊𝑙𝑜𝑎𝑑 × 𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑡 (𝑠) = (40𝑘𝑔 × 9.81𝑚/𝑠
2)𝑁 ×  300𝑚𝑚 

Cross sectional area (A) =
𝜋𝑑2

4
;  

Section Modulus (Z) = 
𝜋𝑑
3

32   
Considering aluminium for piston material, maximum allowable stress on piston 

𝜎𝑚𝑎𝑥 =
𝐹𝑐𝑦

𝑘𝑐 . 𝑛𝑦
        … (𝑓𝑟𝑜𝑚 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛   7) 

Where 𝐹𝑐𝑦 = compressive yield strength = 152𝑁/𝑚𝑚2; 𝑘𝑐 = Compression co-efficient = 1.10; 

𝑛𝑦 = Factor of safety = 1.65 

Substituting values into equation 3.10, 𝜎𝑚𝑎𝑥 =
𝐹𝑐𝑦

𝐾𝑐.𝑛𝑦
=

𝑊

𝐴
+
𝑀

𝑍
 

152

1.10 × 1.65
=
(40𝑘𝑔 ×

9.81𝑚
𝑠2

)𝑁

𝜋𝑑
2

4

+
(40𝑘𝑔 ×

9.81𝑚
𝑠2

)𝑁 ×  300𝑚𝑚

𝜋𝑑
3

32
 

   

𝑑 = 24.36445007𝑚𝑚 ≅ 31.75𝑚𝑚(11 4⁄ 𝑖𝑛𝑐ℎ) 

𝑡𝑜 𝑐𝑜𝑚𝑚𝑜𝑛 𝑚𝑎𝑟𝑘𝑒𝑡 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛   

The bore diameter must be such that can produce enough force at a given pressure.  

Required Force = 𝑊𝑙𝑜𝑎𝑑 = (40𝑘𝑔 × 9.81𝑚/𝑠
2)𝑁; Working pressure =  4.0 𝑏𝑎𝑟 𝑜𝑟 0.4𝑁/𝑚𝑚2 

Estimated minimum efficiency = 80% 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝐹𝑜𝑟𝑐𝑒 =  𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 × 𝐴𝑟𝑒𝑎 × 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦  

𝑊𝑙𝑜𝑎𝑑 = (40𝑘𝑔 ×
9.81𝑚

𝑠2
)𝑁 =

0.4𝑁

𝑚𝑚2
×
𝜋𝐷2𝑏𝑜𝑟𝑒
4

𝑚𝑚2 × 0.8  

 𝐷𝑏𝑜𝑟𝑒 = 39.5134𝑚𝑚 ≅ 44.45𝑚𝑚(1
3
4⁄ 𝑖𝑛𝑐ℎ) to the closest market specification 

Part 6.  Swivel Guide 

The swivel guide guides the upper gripping arm and the upper gripping arm as it rotates about the tree 

trunk. It is subjected to shear forces and bending moment as the components slides along its length. It 

functions as a cantilever thus maximum bending moment occurs when the components are at the 

extreme length. Its design parameters are as shown in Figure 17. 
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Figure 17: Swivel Guide 

Minimum cross sectional area = 

[(2𝑏 + 40 )ℎ − 40ℎ]𝑚𝑚2  = (2𝑏ℎ)𝑚𝑚2  

= (40𝑏 )𝑚𝑚2 (𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑛𝑔 ℎ = 20𝑚𝑚) 

Moment of Inertia (𝐼) =  

 
(2𝑏+40)×ℎ3 

12
− 

40ℎ3 

12
 =  

2𝑏ℎ3 

12
  

Section Modulus (𝑍) =
𝐼

𝑦
 

 = 
(
2𝑏ℎ3 

12
)

(
ℎ

2
)

⁄  =  
400𝑏

3
    

Bending moment (M) 

= (40𝑘𝑔 ×
9.81𝑚

𝑠2
)𝑁 ×  303.75𝑚𝑚 = 119191.5𝑁𝑚𝑚 

When the swivel guide is loaded, it is subjected to a tensile stress at the extreme top fibre and a 

compressive stress at the extreme lower fibre due to bending 

a. Bending stress due to tension at upper extreme fibre 

Maximum allowable tensile stress at extreme fibre due to bending  

𝜎𝑏𝑡 =
𝐹𝑡𝑦

𝑛𝑦
 =
𝑀

𝑍
 

179

1.65
=   
119191.5𝑁𝑚𝑚

(
400𝑏
3 )    

  

𝑏 = 8.24019448𝑚𝑚  

b. Bending stress due to tension at upper extreme fibre 

Maximum allowable compressive stress at extreme lower fibre 𝜎𝑏𝑐 =
𝐹𝑐𝑦

𝑘𝑐.𝑛𝑦
 

Where 𝐹𝑐𝑦 = 152𝑁/𝑚𝑚2; 𝑘𝑐 =  1.10; 𝑛𝑦 =  1.65 

152

1.10 × 1.65
=
𝑀

𝑍
 

𝑏 =  (
1.65 × 1.10 × 3 × 119191.5

152 × 400
)  =  10.674304564𝑚𝑚  

c. Shear stress acting on cross sectional area  

The weight of the machine then rests on the swivel guide as it slides across it causing a shearing stress 

along its cross section. The minimum cross sectional area then must be able to overcome the stress 

acting on it 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑠𝑡𝑟𝑒𝑠𝑠 =  
𝐿𝑜𝑎𝑑

𝑀𝑖𝑛𝑖𝑚𝑢𝑚 𝑐𝑟𝑜𝑠𝑠 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎
 

Maximum allowable shear stress for aluminium = = 
𝑠ℎ𝑒𝑎𝑟 𝑢𝑙𝑡𝑖𝑚𝑎𝑡𝑒 𝑠𝑡𝑟𝑒𝑛𝑔𝑡ℎ

𝑓𝑎𝑐𝑡𝑜𝑟 𝑜𝑓 𝑠𝑎𝑓𝑒𝑡𝑦
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= (
172

1.65
)
𝑁

𝑚𝑚2
=
(40 × 9.81)𝑁

(40𝑏)𝑚𝑚2
 

𝑏 = 0.0941𝑚𝑚  

Maximum thickness of b which is 10.674304564𝑚𝑚  is used for design 

Cutting Arm 

The cutting arm consists of two major assemblies: the cutting arm support lever and the cutter arm 

Part 7. Cutting arm support lever 

The cutting arm supports lever carries the upper gripping arm, serves as a means for 

sustaining the weight of the cutter arm against gravity and also to project it towards the palm 

bunch as illustrated in Figure 18. It is subjected to loading at an angle whose components 

separate into shear forces and bending moment.  

 
Figure 18 Cutting arm support lever 

Load (W) acting on cutting arm support lever = weight of the cutting arm (estimated at 10kg)  

The cross section of the arm is that of an inverted Tee with a web thickness of 𝑎 and geometric ratios 

similar to that of Figure 19. 

Shearing force along perpendicular cross section of the lever =  𝑊𝑠𝑖𝑛 𝜃 

Bending moment force along the length of the lever =  𝑊𝑐𝑜𝑠 𝜃  

Shear force component =  𝑊𝑐𝑜𝑠 𝜃 

Area of cross section =  𝐵𝐻 − 2𝑏ℎ = 5.5𝑎2 

Moment of inertia = 2.319128787𝑎4 

Distance from centroid to extreme fibre =
73

44
𝑎  

Section modulus = 

 
2.319128787𝑎4

73

44
𝑎

 =  1.397831𝑎3 

Bending moment  =  𝑊𝑐𝑜𝑠 𝜃 × 𝑙 = 20,247.823762875𝑁𝑚𝑚  
𝐵𝑒𝑛𝑑𝑖𝑛𝑔 𝑠𝑡𝑟𝑒𝑠𝑠 = 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑦𝑖𝑒𝑙𝑑 𝑠𝑡𝑟𝑒𝑠𝑠

𝑓𝑎𝑐𝑡𝑜𝑟 𝑜𝑓 𝑠𝑎𝑡𝑒𝑡𝑦
 =  

𝐵𝑒𝑛𝑑𝑖𝑛𝑔 𝑚𝑜𝑚𝑒𝑛𝑡

𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑚𝑜𝑑𝑢𝑙𝑢𝑠
  

179𝑁 𝑚𝑚2⁄

1.65
 =
20,247.823762875𝑁𝑚𝑚

1.397831𝑎3
  

𝑎 =  5.1111449695𝑚𝑚 𝑜𝑟 10𝑚𝑚  

𝑡𝑜 𝑡ℎ𝑒 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑡𝑒𝑛  

10mm is considered also for ease of casting since casting of thin sections is more difficult. 6mm can 

also be used where readily available by extrusion. 
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Part 8. Cutter arm  

The cutter arm does the cutting of the palm bunch. It is held in place by the cutting arm support lever 

in such a way that allows it to swing at an angle when pushed or pulled by the pneumatic cylinder. It is 

an assembly of seven components: the cutter arm casing, sliding lever, electric motor, motor pin, rotor 

pin, belt and the cutting blade.  

4.0 Results 

4.1 Graphical Modelling 

Graphical modelling in this case refers to the use of imagery to represent a prototype of the machine 

being produced so as to aid imagination and better comprehension of the design. A model of PCAH is 

as shown in Figure 20. This model is based on the combination of the functionality design of the 

machine with its mathematical model based on the calculations carried out. 

 

 

Figure 20 Solid works model of PCAH Mechanical assembly 

A detailed design of the individual parts, dimensions and mechanism is as given in the appendix.  

4.2 Evaluation of The Performance of The Strength of Pcah Under Working Stress 

The evaluation of the performance of PCAH was carried out using an engineering design software, 

SolidWorks. This software analyses the stress acting on a part machine using the concept of Finite 

Element Analysis (FEA) where a mechanical part is treated as a mesh of very tiny, finite elements. The 

resultant stress acting on a load can then be found by calculating the vector sum of all the stress acting 

on the individual elements. The result of the simulations of the parts of PCAH under working condition 

is as given in Table 3,4 and 5.  
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Table 3 stresses acting on gripping pad under working condition 

Name Type Min Max 

Stress1 VON: von 

Mises 

Stress 

3998.61 

N/m^2 

Node: 230 

2.19276e+008 

N/m^2 

Node: 17727 

 
gripper sketch_project-Study 3-Stress-

Stress1 

 

Table 4 stresses acting on swivel guide under working conditions 

Name Type Min Max 

Stress1 VON: von 

Mises 

Stress 

7141.95 

N/m^2 

Node: 

12078 

1.83546e+006 

N/m^2 

Node: 14951 

 
swivel assembly -Study 1-Stress-Stress1 

 

Table 5 stresses acting on cutting arm support lever under working condition 

Name Type Min Max 

Stress1 VON: von 

Mises 

Stress 

83.9987 N/m^2 

Node: 13157 

1.47888e+007 

N/m^2 

Node: 12578 

 
arm lever-Study 1-Stress-Stress1 
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Given that the maximum allowable stress for aluminium is180 GPa, it can be found that the stresses 

acting on the machine parts while it is working are within safe limits 

5.0 Conclusion 

To improve on PCAH, further research needs be made on the use of lighter materials, including plastics; 

a cutting arm with higher degree of freedom; vision aids; portable liquefied air; and on making PCAH 

more intelligent and a self-controlled machine.  
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AppendixA: 

https://drive.google.com/file/d/1a4GaolxlPWp0MiuREbSiHtBBTDIbJwV3/view?usp=sharing  

 

https://drive.google.com/file/d/1a4GaolxlPWp0MiuREbSiHtBBTDIbJwV3/view?usp=sharing

